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A B S T R A C T   

This paper contributes to the debate on ways to improve the calculation of inequality measures in developing 
countries experiencing severe budget constraints. Linear regression-based survey-to-survey imputation tech
niques (SSITs) are most frequently discussed in the literature. These are effective at estimating predictions of 
poverty indicators but are much less accurate with inequality indicators. To demonstrate this limited accuracy, 
the first part of the paper review and discuss the SSITs. The paper proposes a method for overcoming these 
limitations based on a Generalized Additive Models for Location, Scale and Shape (GAMLSS). Before to apply this 
method to Moroccan data with the aim to analyze the relation between poverty and climate changes a simulation 
is carried out to compare classical SSIT and SSIT based on GAMLSS.   

1. Introduction 

The estimation of poverty and inequality measures is a primary goal 
for every National Statistical Offices (NSOs). Typically, these estimates 
arise from survey’s data collected annually in order, not only to estimate 
such indicators, but also to study and analyze possible scenarios and 
trends from on year to another. The collection of these data requires 
elaborate and expensive surveys about consumption expenditure (such 
as Household Budget Surveys, HBS) or about income (as the EU statistics 
on income and living conditions, EU-SILC). Only few countries can 
collect data annually to facilitate the estimation of poverty and 
inequality. Therefore, producing reliable indices annually for moni
toring poverty results remains quite challenging for many countries. To 
overcome this challenge, scholars have focused on developing methods 
to compare welfare indicators over time from surveys that are little 
comparable. 

These techniques, broadly known as Survey-to-Survey Imputation 
Techniques (SSITs), proved successful at predicting comparable poverty 
indicators, but as this paper argues, were less effective at predicting 
comparable inequality indicators. SSITs techniques come from the 
poverty map field [1,2]. Poverty map is a technique that aims to produce 
reliable estimates imputing income into census. Nowadays, this method 

was also used for SSITs mapping from surveys with consumption data to 
those with other outcomes of interest [3–5]. 

While this approach is well established for poverty estimates, a 
cursory overview of the literature shows that little attention is devoted 
to potential problems in obtaining accurate inequality measures. In the 
following we report the most common limitation of SSITs highlighted by 
authors. Demombynes and Hoogeveen [6] using data from rural 
Mexican communities show as the SSITs estimates values, when 
compared with the true ones, are more correlated with poverty measures 
than with inequality measures. Newhouse et al. [7] argue that 
Survey-to-Survey Imputation can fail. They demonstrate that minor 
differences in the sampling scheme, sampling design, or structure of the 
answers/questions can produce inaccurate SSITs. Douidich et al. [8] are 
able to obtain accurate estimates for quarterly poverty rates using a 
log-linear regression to impute the total expenditure using an exogenous 
poverty line but no information are given in the case of an endogenous 
poverty line. In their 2019 study, Krafft et al. [26] impute consumption 
expenditure from Household Budget Surveys (HBSs) to Labor Force 
Surveys (LFSs) to investigate poverty and inequality in Jordan and the 
Arabic Republic of Egypt. They aim to obtain inequality estimates for 
those years where only the LFS, which originally has not the consump
tion variable, is available. The model used to impute the values is a 
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classic log-normal model which is time invariant with normal and ho
moscedastic error term. The findings reveal comparable levels of con
sumption expenditure, poverty, and inequality between the surveyed 
pairs. However, the concern is that incorrectly assuming normal errors 
or ignoring heteroscedasticity has the potential to introduce bias when 
estimating poverty or inequality. Specifically, in the prediction of 
inequality, the bias can be significant. Given that the SSITs are a de
rivative of this method, we argue their conclusions can also apply to 
SSITs. 

We argue that SSITs, by construction, tend to underestimate the 
predicted inequality, and to obtain accurate estimates, a different 
methodological approach should be chosen. The assumption of re
siduals’ normality distribution and the fact that standard SSITs are based 
on linear regression make them more accurate at predicting the central 
moments of a distribution (or transformations such as the poverty 
headcount) rather than the shape of the tails. This latter is crucial in 
predicting inequality. These models, however, tend to predict distribu
tion compressed around the mean and, with thin tails, underestimate 
inequality. This point is not critical if the outcome parameters are 
related with poverty, however, as shown by Schluter [9], it is a crucial 
aspect of inequality measures. Moreover, the linear regression in SSITs is 
often reached thanks to the Box-Cox transformation (or logarithmic 
transformation) the use of the transformation introduces the problem of 
the back transformation as well [10]. 

To overcome these limitations, we propose to use to substitute the 
linear regression with Generalized Additive Models for Location, Scale 
and Shape (GAMLSS, [11]). GAMLSS, in our view, can be easily extent to 
the SSITs theory and can improve estimate mainly for three reasons. 
First of all, GAMSS completely release the exponential family distribu
tion assumption, i.e. there is not the necessity to assume the normality of 
the data, allowing researchers to use more than 100 different probabi
listic distribution. Secondly, GAMLSS allows to use covariates not only 
on the location parameter (as linear regression) but to define each 
parameter of the distribution in terms of covariates. Thirdly, the time 
invariance can be easily overcome. Summing up, GAMLSS could in
crease the fitting of the distribution through the possibility to define the 
distribution that best fit the data and using covariates on all the pa
rameters of the distribution and can easily delete the time invariance 
which is often assumed in SSITs. 

Moreover, it is important to note two additional things which could 
be important. Most of the distribution have a closed expression for the 
inequality parameters [12,13]. Rarely they depend only on the location 
parameter and hence the possibility to use covariates also on scale and 
shape parameters could be fundamental. Secondly, GAMLSS allow the 
users to use incorporate in the regression also an “Additional” term 
which, in this specific case, can be a random effect that can help to 
highlight difference between groups/areas. 

In general, these new techniques could be seen as an extension of the 
classical SSITs in which the normal distribution assumption is replaced 
with the distribution that fit as better as possible the data and where the 
fixed effects used in SSITs are replace with random effects. We tested this 
approach on a dataset recently used in Morocco [8]. 

The paper is organized as follows: section 2 overview SSITs and their 
problems; section 3 presents the new SSIT-GAMLSS techniques; section 
4 presents the data used in section 5 for the application and in section 6 
for simulations. Section 7 concludes with some remarks and possible 
extension of the work. 

2. A critical overview of survey-to-survey regression techniques 

In general, SSITs use a log-linear regression to estimate values for the 
regression parameter at year t, then use those values to predict the 
dependent variable for the previous years where only the independent 
variables are available. This process is done under the hypothesis that 
the parameters are stable over the years. Often, this hypothesis is veri
fied by estimating parameters at two non-consecutive years to illustrate 

that they are similar irrespective of the selected years. The regression 
usually uses individual or household expenditures as the dependent 
variable. With the right skew and in order to avoid normality, the var
iable is transformed into a logarithm and then transformed back to 
obtain the predicted values. In addition, to mitigate the problem of the 
underestimation of the teil the predicted values are summed with an 
error component as usual for the techniques based on the poverty 
mapping [1]. 

Regression is the best way to obtain predicted values only if all the 
assumptions are fulfilled and the selected dependent variables have a 
higher explanatory power versus the independent one. This last point is 
summarized in R2

adj. Often, articles do not report the R2
adj , although 

multiple regressions are always used. Interaction or special trans
formation of the dependent variables is also common. Unfortunately, 
failure to report the R2

adj hinders the ability to check the accuracy of the 
regression. Given the connection between R2

adj and R2 we can argue that 
the first is at least equal to or—more likely—lower than the ones re
ported (which is often around 0.5 or less). A low R2 can result from a 
selection that prefers a common set of variables from the two sur
veys—which is a key requirement for SSITs—over a high explanatory 
power [5,8,14]. 

Demographic variables are always used in those type of analysis but, 
as highlighted by Ketkar et al. [15], household sociodemographic 
characteristics are as important as determinants of expenditure patterns 
as price and income. The standard consumer behavior model states that 
the economic agent maximizes her utility subject only to relative prices 
and to income constraints. The two theories may both be valid, but if 
prices and income are excluded from the standard SSITs models, the 
sociodemographic variables alone may not adequately explain the in
dividual or household consumption patterns. However, these conclu
sions must be verified for every dataset and are impossible to determine 
a priori. 

A low value for R2 arising from insufficient correlated independent 
variables, combined with a logarithmic transformation, could also 
generate problems with establishing predictions. The logarithmic 
transformation compresses the tail of skewed and kurtotic variables, 
which effectively generate symmetric PDFs and, therefore, cause 
Gaussian-like errors. But the predicted values could be applied in the 
tails and, given the low R2

adj, they could all be near the mean, with a 
sharp decrease in data variability. In addition, logarithmic trans
formations are not immune to a back-transformation bias [10]. There 
are various ways to reduce the back-transformation bias, but the most 
frequently used ones are based on a scale correction of the predicted 
values. Unfortunately, given that the Gini index and the Theil index are 
scale invariant,1 those type of corrections are ineffective at reducing the 
bias. 

To summarize the discussion thus far, the regression to obtain a 
predictor is the right choice only if the R2

adj is high, all the assumptions 
are respected, and the bias caused by the log-transformation is negli
gible. In addition, it is important to bear in mind other potential sources 
of bias [7] arising from the differences between the survey design and 
the questionnaires. 

3. The proposal: A SSIT based on generalized additive models for 
location scale and shape 

Proposed by Rigby and Stasinopoulos [11], GAMLSS incorporates 
location parameter, scale parameter, and shape parameters. These 

1 The property of scale invariance states that inequality remains unchanged 
when all incomes increase by the same proportion. See Clementi et al. [25] for a 
discussion of differences between (relative) scale invariant and non-scale 
invariant (absolute) measures of inequality. 
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models expand the hypothetical distribution form beyond the expo
nential distribution family, encompassing a wide range of commonly 
encountered distribution types. 

GAMLSS assume independent observations yi,i= 1,…, n from a 
random variable Y, with Probability Density Function (PDF) f(Y|θi), 
conditional on a vector of p distribution parameters, k= 1,…, p (θT

i =

(θi1,…, θik,…, θip)). More formally, let yT = (y1,…,yn) be the n length 
vector of the response variable. Let gk( ⋅) be a known monotonic link 
functions relating the p distribution parameters to explanatory variables 
by: 

gk(θk)=Xkβk +
∑Mk

m=1
Zk

mγk
m,with k= 1,…, p (1)  

where θT
k = (θ1k,…, θnk) is a vector of length n, βT

k = (β1k,…, βkMk
) is a 

parameter vector of length Mk,Xk is a matrix of known covariates of 
order n × Mk,Zk

m is a fixed known n × qmk design matrix and γk
m is a 

qmk-dimensional random variable. A number of different additive 
smoothing terms are allowed in (1). Changing the definition of the 
matrix Zk

m is possible to include P-spline, cubic splines, random-effects, 
non-parametric random effects, and many others. 

3.1. Adding geographical component 

SSITs are typically employed to generate reliable estimates either at 
the national level or at a more detailed disaggregated level, aligning 
with the surveys’ intended purpose. SSITs predominantly incorporate 
fixed effects. In the subsequent discussion, we suggest employing a 
variation of specification (1) that incorporates random effects. The idea 
is to use a specific random effect based on the planned disaggregated 
level according with the surveys. Let us introduce the random effects 
more formally. 

We identify with Yij the target variable in unit i from area j, with 
i= 1,…, n and j= 1, …, J. In this context, the aim is to estimate area 
parameters in the form of Hj = ζ(Yij), j= 1, …, J, where ζ( ⋅) is a real 
measurable function. Moving from (1) we propose a SSIT-GAMLSS by 
considering area specific random effect and limiting our attention to 
four or less parameter distributions (k= 1,…,4): 
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

gμ
(
μij

)
= Xμ

ijβμ + γμ
j

gσ
(
σij
)
= Xσ

ijβσ + γσ
j

gv
(
vij
)
= Xv

ijβν + γv
j

gτ
(
τij
)
= Xτ

ijβτ + γτ
j

(2) 

Note as (2) is equivalent to (1) with Z = Iγ and Mk = 1. In (2) random 

effects are γk
j
̃̃iid N(0,Ψk) for k= 1,…,4. The variance-covariance matrix Ψ 

of the multivariate Normal involves the variance of the random effects 
σ2

k . 
We use the function fitDist() in the package GAMLSS [16] to fit all 

relevant parametric distributions to a single data vector to choose the 
distribution that fit our data at the best. The final marginal distribution 
is selected by the Generalized Akaike Information Criterion (GAIC). 
Following Rigby et al. [17], we use a penalization equal to 

̅̅̅̅̅̅̅̅̅̅̅̅̅
log(n)

√
≃ 2 

where n is total number of sampled units. Once that the best distribution 
is selected (2) a penalized log-likelihood is used to obtain the estimates 
of the regression parameters. The quadratic penalties in the likelihood 
result from assuming a normally distributed random-effect on the linear 
predictor. The chosen distribution is denoted as F (μij,σij, vij, τij). 

3.2. From one-year estimates to SSIT-GAMLSS 

As mentioned earlier, SSITs are typically time-invariant. That is to 
say that regression parameters are derived from the most recent dataset 

and are subsequently applied to generate imputed values for the pre
ceding year, irrespective of the number of years that have elapsed. 

Let us now introduce the time components and add this to our 
dependent variable: yij

t. In other words, yij
t is our dependent variable 

observed at time t for unit i in area j. As noted, so far, we have to estimate 
a quantity Ht

j = ζ(Yt
ij) from year t− to year t+, with t− < t+, and having 

the dependent variable only at t− and at t+. We propose, to estimate a 
GAMLSS at time t− and a GAMLSS at time t+ and to use a weighted mean 
of the estimated parameters between t− and t+. Let us assume inde
pendence between estimates at time t− and at time t+ and denote with 
the super-script t− or t+ the estimated parameters, i.e. βt−

k , γkt−
j and βt+

k ,

γkt+
j ∀k. At a generic time t∗ : t− ≤ t∗≤t+ we use as prediction model a 

GAMLLS based on a probabilistic distribution model with the following 
parameters: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

gμ

(
μt∗

ij

)
=Xμt∗

ij βt∗
μ + γμt∗

j =Xμt∗
ij

(
ωβt−

μ +(1 − ω)βt+
μ

)
+
(
ωγμt−

j +(1 − ω)γμt+
j

)

gσ

(
σt∗

ij

)
=Xσt∗

ij βt∗
σ + γσt∗

j =Xσt∗
ij

(
ωβt−

σ +(1 − ω)βt+
σ
)
+
(

ωγσt−
j +(1 − ω)γσt+

j

)

gv

(
vt∗

ij

)
=Xvt∗

ij βt∗
ν + γvt∗

j =Xvt∗
ij

(
ωβt−

ν +(1 − ω)βt+
ν
)
+
(

ωγνt−
j +(1 − ω)γνt+

j

)

gτ

(
τt∗

ij

)
=Xτt∗

ij βt∗
τ + γτt∗

j =Xτt∗
ij

(
ωβt−

τ +(1 − ω)βt+
τ
)
+
(

ωγτt−
j +(1 − ω)γτt+

j

)

(3)  

where ω = t+− t∗
t+− t− with t− ≤ t∗≤t+ and the covariates matrices Xkt∗

ij , ∀k 
come, year by year, from a second surveys as usual in SSITs. Some re
marks are necessary. The classical SSITs are a special case of the SSIT- 
GAMLSS. Assuming normality without the use of the random-effect 
and with ω= 0 for every t∗ they are exactly the same. Moreover, the 
definition of the weight ω leads to use the estimated model (2) at t− and 
t+ given that ω will be equal to 1 and 0, respectively. To conclude as 
noted before random effects are assumed to be normal with 0 mean and 
variance equal to σ2

k ,∀k the new random effects which, basically, are a 
weighted mean of the original one estimated at t− and t+ remain normal 
with 0 mean and variance equal to the weighted mean of the variance. 

Lastly the prediction of the area parameter Ht
j = ζ(Yt

ij) is obtained 
with a Monte-Carlo approach as follows:  

1 fit the model (2) to the sample data, obtaining a consistent estimate 
of the model at time t− and t+ ad generate the model (3) at every 
t∗ : t− ≤ t∗≤t+;  

2 for each l = 1, …, L, for L large, generate the vector of imputed 
values (l )yt

ij;  

3 Compute the target parameter H(l )t
j =ζ((l )yt

ij) for each t using the 
sample weights;  

4 A MC approximation of Ĥ
t
j is then: 

Ĥ
t
j ≈

1
L
∑L

i=1
H(l )t

j (4) 

The Mean Square Error (MSE) of estimates, following Rust and Rao 
[18] and Field and Welsh [19] is computed with classical 
non-parametric bootstrap for grouped data. 

4. Data 

In this section we present the two sets of surveys that were used. The 
HBS and the LFS of Morocco. The HBS is carried out every seven years, 
while the LFS is conducted yearly. The HBS reports total family expen
diture, which we convert into per capita expenditure expressed in 
United States dollar. In Morocco this survey is made up of the 
2000–2001 National Survey on Consumption and Expenditure (NSCE) 
and the 2006–2007 National Living Standards Survey (NLSS). NSCE and 
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NLSS provide information about household expenditure and are repre
sentative up to urban and rural areas. 

In the NSCE 15.000 households were sampled between November 
and October 2000. NLSS was smaller by sampling just 7.200 households 
and was conducted between December 2006 and November 2007. NSCE 
and NLSS have several sections in common however the former differ
entiates from the latter by including modules on transfers, subjective 
indicators of well-being, nutrition, and measurement for access to ser
vices. Among the shared sections, the most interesting from this work’s 
point of view are the ones on socio-demographic characteristics, habitat, 
expenditures, durable goods, education, health, and employment. 

NSCE and NLSS not only shared some modules but also the structure. 
They are both stratified at regional, provincial, and city (taking into 
account the size of the city between large, medium, and small) levels for 
urban areas. In this case, the sample includes five kinds of housing. 
Regarding rural areas, they are stratified only at the regional and pro
vincial levels. These two surveys, however, share nothing but some 
modules and structure. 

NSCE sample is obtained with a two-stage sampling scheme where, 
at the first stage, a list coming from the 1994 population census is used 
to extract the 300 households. For the NLSS the sampling scheme was 
changed and was added a third stage. Moreover, the list from which 
units are sampled come from the 2004 census and not from the 1994 one 
as for the NSCE. For the sake of completeness, it should be noted that the 
change of the list is not specific to this survey but that it has occurred for 
every survey carried out in Morocco since 2005. 

To conclude, the LFS, which was first launched in 1976, follows a 
sampling process that is similar to that of the 2007 NLSS. Again, also for 
the LFS, the list from which the units are sampled was changed between 
2005 and 2006 by introducing the one derived from the 2004 census. 
The LFS questionnaires share only a few questions with the other two 
surveys, relating to socio-demographic characteristics, habitat, educa
tion, health, and employment. LFS do not report any information about 
expenditure and/or monetary variables. What is important to note here, 
bearing in mind what asserted by Newhouse et al. [7], is that not only 
the sampling scheme change from a survey to another but also that the 
list from which the units are sampled come from two different census. In 
the following we will refer to both NSCE and NLSS as HBS. 

5. Estimating inequality measures for Morocco over eight years 

The main aim of this section is reporting and summarizing estimates 
from 2000 to 2007 for the Moroccan regions of three different inequality 
indicators: Gini index, Theil index and Atkinson index. The first step, as 
described in section 3, is the choice of the distribution according to the 
GAIC criterion. GAMLSS allows the use of over 100 of different distri
butions. In the following (Table 1) we report the GAIC of a number of 
selected distributions for both 2000 and 2007. 

The smallest GAIC value, for both years, is reached by the four- 
parameters GB2 distribution, with log-link function for each param
eter. The PDF of the GB2 is: 

fy(y|μ, σ, ν, τ) = σyσ− 1{μσνB(ν, τ)[1 + (y/μ)σ
]
ν+τ

}
− 1

=

=
Γ(ν + τ)σ(y/μ)σν

Γ(ν)Γ(τ)y[1 + (y/μ)σ
]
ν+τ

(5)  

for y> 0, where μ> 0,σ> 0,ν> 0 and τ> 0 and where B( ⋅) and Γ( ⋅) are 
the Beta and Gamma function, respectively. In conclusion, the MC to 
estimate Ht

j = ζ(Yt
ij) involves 200 iterations, and the bootstrap algorithm 

for estimating the MSE also relies on 200 iterations. 
Before to move to the results let us summarize the covariates used for 

this analysis. We use age and sex of the householder adding “roompc” 
(room per capita) and the following dichotomous variable: “inactive” 
(the householder is an inactive person), “primary” (the householder is 
employed in the primary sector) and “secondary” (the householder is 
employed in the secondary sector). The estimated regression coefficients 
are reported in Table 2. Moreover, we use random effects (based on the 
urban/rural areas) on the location and scale parameters. We do not use 
random effects on the shape parameters because their variances are not 
statistically different from 0. The corresponding p-value is higher than 
0.1. Table 3 summarize the variance of the random effects. A first 
important consideration to be done is the coherence of the estimated 
regression coefficients between 2000 and 2007 almost all the regression 
parameters are always statistically different from 0 and the variances of 
the random effects are significant. Some remarks are necessary. Let us 
start from the interpretability of the model. All the distribution param
eters have a log-link function that leads to two possible ways to interpret 
the estimated coefficients: in their logarithmic form log(β)< 0 
(log(β)> 0) or equivalently in the exponential form β< 1 (β> 1). In 
addition, the easiest way to interpret those type of regression, given that 
there is more than one distribution parameter, is verifying the impact of 
the estimated regression coefficient on the mean of the distribution. 
More precisely, the mean of a GB2 distribution is a function of 
μ,B(ν+σ− 1, τ − σ− 1) and B(ν, τ)− 1. When the householder is a female, 
keeping fixed the other regression coefficients, the values of μ decrease, 
B(ν+σ− 1, τ − σ− 1) and B(ν, τ)− 1 decrease leading to a decrease also in 
the mean value of the dependent variables. In other words, the mean 
expenditure is lower if the householder is a female. Similarly, using a 

Table 1 
GAIC of distributions for equivalized consumption.  

Distribution GAIC criterion (2000) GAIC criterion (2007) 

GB2 242586 122288 
Skew-t 242707 122382 
Log-Normal 243119 122678 
Pareto 248864 125622 
Normal 265796 133481  

Table 2 
Regression coefficients estimates.  

Covariates 2000 2007 

μ (log-link function) 
Intercept 5.229*** 6.825*** 
Age − 0.013** − 0.012** 
Sex − 0.716′ − 0.479* 
Roompc 3.049*** 1.685*** 
Primary − 1.097*** − 0.258*** 
Secondary − 0.549 − 0.047 
Inactive 0.326 0.032′ 
σ (log-link function) 
Intercept − 0.490*** 0.363*** 
Age − 0.001*** − 0.003* 
Sex − 0.089*** − 0.189** 
Roompc − 0.099*** − 0.133*** 
Primary − 0.051* − 0.170* 
Secondary − 0.077 0.172** 
Inactive 0.019 0.115* 
ν (log-link function) 
Intercept 3.937*** 1.891*** 
Age 0.006** 0.010** 
Sex 0.443** 0.548** 
Roompc − 0.823*** − 0.501*** 
Primary 0.346** 0.410′ 
Secondary − 0.134 − 0.337* 
Inactive − 0.412** − 0.444** 
τ (log-link function) 
Intercept 2.853*** 1.262*** 
Age 0.002* 0.003 
Sex 0.215*** 0.298** 
Roompc 0.261*** 0.305*** 
Primary − 0.135** 0.379** 
Secondary − 0.662*** − 0.773*** 
Inactive − 0.127* − 0.353** 
R2

adj 0.449 0.414 

Signf. Codes: 0 *** 0.001 ** 0.01 * 0.05 ‘ 
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similar line of reasoning, we can conclude that the mean expenditure 
increases if the room per capita value increase. The variable roompc is 
also interesting if compared with the model developed by Douidich et al. 
[8]. In this study authors employed a log-linear regression model, 
creating two separate regressions for rural and urban areas. Our model 
shares only one covariate with theirs, specifically roompc. In our model, 
the remaining variables are either excluded or defined differently. In the 
Douidich et al. [8] model, roompc yields a positive regression coefficient 
that is statistically significant. Despite the substantial differences be
tween the two models both arrive at the same conclusion about roompc. 

Table 4 and Fig. 1 report the estimates for the three indicators for the 
eight considered years for both rural and urban areas. Before to analyze 
the results, it is important to note as the estimates for 2000 and 2007 (in 
italics) are design-based estimates and that inside the brackets, under 
each estimate, we report the standard deviation. According with all the 
indicators the inequality is higher in the urban areas than in the rural 
ones. 

5.1. Inequality and climate changes: is there a relation? 

Table 4 reports estimates of three different inequality indicators 
which progress from 2000 to 2007 seems to be not linear. In fact, it is 
possible to appreciate as every inequality indicator for both rural and 
urban areas decrease from 2001 to 2003 and then returned to growth 
until 2007 where levels of inequality equal or greater than those of 2000 
were reached. To understand this trend, it is necessary to look at the 
geography and at the infrastructure of Morocco. 

Simulations regarding future conditions of North-Africa indicate 
they will experience a rapid increase in temperature and an even more 
erratic rainfall pattern [20]. As noted by Alfani et al. [21] poor house
holds secure their livelihood mainly through rain-fed agriculture and 
on-farm activities. Where these become irregular or no longer sufficient 
for agriculture obviously inequality within the state will increase. It 
becomes more and more important to quantify the risks that endanger 
nutrition for these individuals/households and tailor policy in
terventions, which include prevention and mitigation strategies. 

As the Moroccan economy highly depends on agriculture, we expect 

a significant correlation between rainfall and inequality. In periods of 
drought, we expect inequality to increase since most of the agriculture is 
rainfed and only a few very developed areas (for example the Settat 
area) are equipped with modern irrigation systems that enable farmers 
to withstand shocks, which exacerbate rural inequality. In periods of 
abundant rainfall, we anticipate better performance overall of the 
agricultural economy and thus a decline in inequality. 

To verify this hypothesis, i.e. that the decline in the inequalities 
between 2001 and 2003 is due to more favorable weather condition, we 
compare inequality measures areas with average annual precipitation 
data published by the World-Bank climate knowledge portal, for both 
rural and urban areas. The average annual precipitations are measured 
in millimeters per year. In Fig. 1, alongside the estimates presented in 
Table 4, the average annual precipitations are graphed. The inverse 
correlation between indicators of inequality and precipitation becomes 
apparent at first glance. 

First of all, we use the correlation coefficient testing if there is a 
negative correlation between the inequality measures and the average 
annual precipitation. Table 5 reports the results showing as there is a 
negative correlation statistically different from zero for all the three 
indicators for the rural areas. It is not surprising that the correlations are 
not statistically lower than 0 in the urban areas for the Gini and the 
Atkinson index where agricultural is less important. To test the causal
ities between the indicators and the precipitation we use the Granger 
causality test. As results we obtain that there is a real causality and not a 
spurious correlation between precipitation and inequality indicators. To 
conclude, we highlight as similar results are obtained for the same years 
by Bijaber et al. [22] who note as the import of cereals in Morocco is 
positively related to drought. 

In Morocco, where structural transformation of the economy is slow, 
agriculture still employs a relevant part of the population, often the 
poorest. Unfavorable climatic shocks such as drought tend to have an 
asymmetric impact and affect the more vulnerable parts of the popula
tion, this clearly, all other things being equal, tend to increase in 
inequality. Our study offers new evidence to help policy makers to assess 
the impact of climatic shocks and adequately address them. For 
example, by creating safety nets that protect vulnerable farmers from 
droughts it can mitigate their negative impact and consequently 
contribute to minimize the increase of inequality and poverty that these 
can cause. 

6. Simulation set-up 

Simulations are frequently used to determine estimators’ character
istics when it is hard to achieve analytic results on estimators’ proper
ties. To do it we generate a “two-type” simulation. As known simulations 
are roughly divided into two sub-groups model- and design-based [23]. 
In SSIT context it is impossible to implement a complete design-based 
simulation given the impossibility to have the dependent variable for 
years between t− and t+. To perform both a design- and a model-based 
simulations we propose the following steps:  

1 According with HBS surveys, for each available year, chose the 
probabilistic distribution F that best fit our data;  

2 Estimated the model (2) for time t− and t+ using as covariates sex, 
age and random effects based on urban-rural areas obtaining F (μt−

ij ,

σt−
ij , v

t−
ij , τt−

ij ) and F (μt+
ij ,σ

t+
ij ,v

t+
ij , τ

t+
ij );  

3 Create a model-based population for each year between t− and t+
using model (3) and covariates taken from LFS surveys;  

4 For each year we repeatedly select (500 times) samples by stratified 
sampling with region acting as strata. The sample sized is equal to the 
3 % of the original size. 

In this way we basically have a design-based simulation for years t−
and t+ and a model-based simulation for each year between t− and t+. 

Table 3 
Estimated variance of random effects.  

Variance 2000 2007 

μ 0.338*** 0.192*** 
σ 0.029* 0.028** 

Signf. Codes: 0 *** 0.001 ** 0.01 * 0.05 ‘ 

Table 4 
Estimates of Gini, Theil and Atkinson index for Moroccan rural/urban areas from 
2000 to 2007. Standard deviations of the estimates are reported in brackets.  

Years Gini Index Theil Index Atkinson Index 

Rural Urban Rural Urban Rural Urban 

2000 0.349 
(0.037) 

0.408 
(0.051) 

0.240 
(0.017) 

0.325 
(0.016) 

0.101 
(0.012) 

0.136 
(0.018) 

2001 0.321 
(0.037) 

0.414 
(0.041) 

0.267 
(0.027) 

0.347 
(0.035) 

0.116 
(0.119) 

0.146 
(0.149) 

2002 0.303 
(0.033) 

0.356 
(0.358) 

0.184 
(0.018) 

0.308 
(0.021) 

0.089 
(0.009) 

0.101 
(0.010) 

2003 0.308 
(0.036) 

0.422 
(0.042) 

0.154 
(0.027) 

0.318 
(0.381) 

0.109 
(0.011) 

0.152 
(0.015) 

2004 0.329 
(0.039) 

0.427 
(0.043) 

0.182 
(0.037) 

0.376 
(0.037) 

0.131 
(0.013) 

0.154 
(0.015) 

2005 0.336 
(0.041) 

0.425 
(0.048) 

0.191 
(0.037) 

0.345 
(0.027) 

0.143 
(0.064) 

0.152 
(0.014) 

2006 0.328 
(0.071) 

0.423 
(0.019) 

0.213 
(0.016) 

0.359 
(0.026) 

0.140 
(0.012) 

0.151 
(0.021) 

2007 0.349 
(0.077) 

0.426 
(0.049) 

0.225 
(0.035) 

0.357 
(0.022) 

0.102 
(0.010) 

0.151 
(0.021)  
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We study characteristics and performance of SSIT-GAMLSS and SSIT 
for the estimation of three different indicators: Theil index, Gini index 
and Atkinson index (aversion parameter equal to 0.5). In particular we 
have t− = 2000 and t+ = 2007. Results are evaluated both in terms of 
bias and variability. To measure the bias, we consider the Relative Bias 
(RB) and to measure the variability both the MSE and the Coefficient of 
Variation (CV). At the step 2 of the simulation set-up and according with 
Table 1 we use the GB2 distribution. 

6.1. Simulation results 

As expected, differences between SSIT-GAMLSS and SSIT are sig
nificant. Let us start from the R2

adj. The mean R2
adj for the SSIT is equal to 

0.08 for 2000 and 0.11 for 2007 while for the SSIT-GAMLSS the mean 
R2

adj increase to 0.19 and 0.21, respectively. Those differences in the 
coefficient of determination are the results of the choice of the GB2 
distribution instead of the normal distribution of the SSITs. Fig. 2 reports 
the estimates for the urban-rural area for each year and for each indi
cator. While, Table 6 reports the mean of the RB, MSE and CV for each 
index for every simulation. What it is important to note it is that SSIT- 
GAMLSS reduce the RB in every single scenario when compared with 
SSIT. SSIT, as known and as explained in the previous section, tends to 
severally underestimate inequality indicators. The RB reduction is 
mostly given by the properties of the GAMLSS. GAMLSS, in-fact, belong 
to the so called beyond mean regression models [24]. These types of 

regressions using different distribution from the normal one allowing for 
the use of covariates in every parameter of the distribution are able to 
predict values far from the mean. One of the most known problems of the 
linear regression and so of the SSIT is the so call regression to the mean. 
Results from the simulation clearly (Fig. 2) highlight this problem. 
Computing the variance of the estimates obtained with SSIT for each 
indicator we obtain results on the order of 10− 9 which, basically, means 
that with SSIT we find at every year for each indicator the same value, 
the mean one. The same value computed for SSIT-GAMLSS reduce to 
only 10− 3 which, again, highlight the ability of GAMLSS to predict 
specific value year by year far from the mean one. Moving to the MSE it 
is possible to note the SSIT-GAMLSS is also more accurate than the SSIT. 
This is also appreciable form the CVs. It is important to note that the 
highest value of both the MSE and the CV for 2000 and 2007 are to be 
imputed to two main reasons: 2000 and 2007 are to be considered as 
design-based simulations which usually have higher MSE/CV than the 
model one and those years are also the one with less sampled units. In 
fact, as said in section 4 the numerosity of the HBSs is lower than the one 
of LFSs. 

7. Concluding remarks 

This paper aims to contribute to the ongoing debate on ways to 
improve the accuracy and timeliness of welfare statistics in developing 
countries experiencing severe budget constraints. Only a few developing 
countries have the capacity to collect annual data on income or expen
diture, therefore, indicators such as inequality or poverty rates can be 
computed in these countries only when Household Budget Surveys are 
available, about every four to five–and sometimes as many as seven– 
years. To overcome this problem, methods have been developed to 
compare these indicators over time from surveys that are little compa
rable. These techniques (SSITs) have proven effective at predicting 
poverty indicators but are much less accurate when used for inequality 
indicators. 

To illustrate this limitation, we conducted a simulation based on data 
from Moroccan Household Budget Surveys and Labor Force Surveys. 

Fig. 1. Estimates of Gini, Theil and Atkinson index for Moroccan rural/urban areas from 2000 to 2007 and mean precipitations. Mean precipitations are reported in 
mm per year/1000. 

Table 5 
Estimated coefficient of correlation between Gini, Theil and Atkinson index and 
average annual precipitation for Moroccan rural/urban areas. P-value in 
brackets.   

Rural Urban 

Gini Index − 0.727 (0.020) − 0.499 (0.103) 
Theil Index − 0.730 (0.019) − 0.542 (0.082) 
Atkinson Index − 0.537 (0.085) − 0.459 (0.126)  
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Fig. 2. Simulation results: Estimates with SSIT-GAMLLS and SSIT compared with real values for rural and urban areas.  
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Our results indicate that the predicted inequality measures are severally 
negative biased. Our theoretical explanation for this points to two main 
limitations of the Standard SSITs models based on linear regressions: the 
overly stringent assumption of residuals normality distribution and the 
expectation that regression-based models predict distribution com
pressed around the mean and with thin tails. Unfortunately, the shape of 
the tails is crucial to correctly estimate inequality. Thus, almost by 
design, these models tend to produce estimates that are far below the 
correct values. 

The method we propose is based on generalized additive models for 
location, scale and shape which not only release the normality 
assumption but also allow researcher to explain with covariates every 
parameter of a distribution and not only the location one. With this al
gorithm, we reduce the bias and obtain results that are not systemati
cally biased. Furthermore, the estimates of inequality indices for the 
years in which only labor force data are available seem to be consistent 
with Moroccan economic trends. Moreover, we prove the relation be
tween the inequalities’ trends from 2000 to 2007 with the pre
cipitations. Although those may seem like insignificant results it is 
important to highlight as without SSIT-GAMLSS this relation will be 
impossible to be verified and, as the knowledge of the causalities can 
help policymakers to prevent increase in the inequalities such as 
implementing with modern irrigation systems more rural areas. More
over, a further development could be the use of unit-level variables (as 
done in this paper) together with area-level variable. In other words, 
between the regression coefficients can be added also covariates at the 
same level of the random effects. Those covariates could take the same 
value for every unit in the same area and can be taken from meteoro
logical data such as the rainfall variable. 
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Table 6 
Simulation results: relative bias, mean square error and coefficient of variation 
for SSIT-GAMLSS and SSIT.   

SSIT-GAMLSS SSIT 

Design- 
based 

Model- 
based 

Averall Design- 
based 

Model- 
based 

Averall 

Atkinson Index 
Average 

RB 
0.042 − 0.004 0.007 0.088 − 0.067 − 0.028 

Average 
MSE 

0.004 0.0001 0.001 0.005 0.0005 0.001 

Average 
CV 

0.059 0.003 0.017 0.192 0.019 0.062 

Theil Index 
Average 

RB 
0.122 0.027 0.051 − 0.135 − 0.325 − 0.277 

Average 
MSE 

0.0002 0.0001 0.0007 0.006 0.0002 0.002 

Average 
CV 

0.055 0.003 0.016 0.329 0.069 0.134 

Gini Index 
Average 

RB 
0.014 0.015 0.015 − 0.010 − 0.107 − 0.082 

Average 
MSE 

0.186 0.0007 0.046 0.192 0.003 0.048 

Average 
CV 

0.819 0.002 0.206 0.882 0.016 0.232  
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