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A B S T R A C T

This study evaluates the quality and readability of informed consent documents generated by AI platforms 
ChatGPT-4 and Bard Gemini Advanced compared to those written by a first-year oral surgery resident for 
common oral surgery procedures. The evaluation, conducted by 18 experienced oral and maxillofacial surgeons, 
assessed consents for accuracy, completeness, readability, and overall quality.

ChatGPT-4 consistently outperformed both Bard and human-written consents. ChatGPT-4 consents had a 
median accuracy score of 4 [IQR 4-4], compared to Bard’s 3 [IQR 3–4] and human’s 4 [IQR 3–4]. Completeness 
scores were higher for ChatGPT-4 (4 [IQR 4–5]) than Bard (3 [IQR 3–4]) and human (4 [IQR 3–4]). Readability 
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AI in healthcare
Consent accuracy

was also superior for ChatGPT-4, with a median score of 4 [IQR 4–5] compared to Bard and human consents, 
both at 4 [IQR 4-4] and 4 [IQR 3–4], respectively. The Gunning Fog Index for ChatGPT-4 was 17.2 [IQR 
16.5–18.2], better than Bard’s 23.1 [IQR 20.5–24.7] and the human consents’ 20 [IQR 19.2–20.9].

Overall, ChatGPT-4’s consents received the highest quality ratings, underscoring AI’s potential in enhancing 
patient communication and the informed consent process. The study suggests AI can reduce misinformation risks 
and improve patient understanding, but continuous evaluation, oversight, and patient feedback integration are 
crucial to ensure the effectiveness and appropriateness of AI-generated content in clinical practice.

1. Introduction

Artificial intelligence (AI) platforms are increasingly recognized for 
their potential impact on healthcare communication, particularly in 
patient information dissemination (Liu et al., 2023). Research on AI’s 
ability to provide health information has shown a variable degree of 
accuracy, highlighting the need for ongoing evaluation and cautious 
adoption of AI applications in healthcare (Ayers et al., 2023; Hopkins 
et al., 2023; Chiesa-Estomba et al., 2024; Lorenzi et al., 2024; Radulesco 
et al., 2024; Vaira et al., 2024).

Within the domain of patient information, informed consent is 
perhaps the most crucial aspect prior to surgical procedures, bearing 
significant ethical and legal implications (Kinnersley et al., 2013). It 
facilitates patient autonomy, enabling informed decision-making 
regarding surgical interventions. The integrity of informed consent 
documentation is crucial, requiring accuracy, completeness, and patient 
comprehension. These documents must comprehensively cover the 
procedure, including associated risks, benefits, and alternatives 
(Cocanour, 2017; Glaser et al., 2020).

This necessity has propelled the adoption of electronic informed 
consent (eConsent) as a standard practice. Traditional informed consent 
often involved paper-based documents, which presented limitations 
including physical storage issues, accessibility challenges for patients 
and healthcare providers, and difficulties in ensuring that all patients 
received the most up-to-date information. Additionally, the compre
hension of complex medical terminology and the engagement of patients 
in the consent process were significant hurdles (Guarino et al., 2022). AI 
can play a pivotal role in the eConsent ecosystem by further personal
izing the patient experience. AI algorithms can tailor the consent content 
based on the patient’s medical history, comprehension level, and spe
cific concerns, thereby enhancing understanding and satisfaction. AI can 
also automate the updating process of consent documents to ensure 
compliance with the latest medical guidelines and regulations. More
over, AI-powered analytics can offer insights into common patient 
queries or areas of misunderstanding, guiding continuous improvement 
of the consent process (Di Battista et al., 2023).

The exploration of AI in drafting informed consent documents re
mains scant (Abou-Abdallah et al., 2024; Kasapovic et al., 2024; Kienzle 
et al., 2024; Patil et al., 2024; Shiraishi et al., 2024; Szczesniewski et al., 
2024) and to date there has been no published research to date on AI’s 
ability to generate informed consent documents for oral and 
maxillo-facial surgery procedures.

This study aims to evaluate whether standard AI-generated consent 
forms, provide a viable alternative to traditional, human-generated 
documents, in terms of accuracy, completeness and readability. These 
consents were generated by the two most commonly used AI platforms 
and by a first-year oral surgery resident.

2. Materials and methods

2.1. Working group

In February 2023, an international research group was established, 
comprising maxillofacial surgeons, dentists, and otolaryngologists from 
the young sections of the Italian Society of Maxillofacial Surgery and the 
International Federation of Otorhinolaryngology Societies. The purpose 

of this consortium was to explore the potential applications, reliability, 
and possible risks associated with artificial intelligence (AI) platforms in 
the field of head and neck surgery.

The present study involved 26 researchers from 19 centers across 3 
countries. Conducted in alignment with the Helsinki Declaration, the 
study did not require ethical committee approval as it did not involve 
patients or animals.

2.2. Informed consent collection

To decide which consents to include in our study, we requested three 
major oral surgery centers, each performing over 5000 surgical pro
cedures annually, to provide a list of their most frequently conducted 
surgeries. From this data, we identified the top 10 procedures for in
clusion: lower third molar surgical extraction, simple tooth extraction, 
dental implant placement, apicoectomy, guided bone regeneration, 
lingual frenulectomy, maxillary sinus lift, full-arch upper jaw rehabili
tation with implants, correction of gingival recession using connective 
tissue graft from the palate, and tooth extraction in patients undergoing 
anti-resorptive drug therapy.

The framework and contents of the informed consents were deter
mined by a panel of experts, including an oral surgeon, a medical legal 
expert, and a jurist, based on guidelines for informed consent quality 
(Kinnersley et al., 2013; Guarino et al., 2022). This framework encom
passes the purpose of the procedure, a description of the procedure, 
expected benefits, possible alternatives, risks and potential complica
tions, and the recovery process.

For the purposes of the study, the two most utilized large language 
models (LLMs) were employed: ChatGPT4 (OpenAI, San Francisco, CA, 
US) (https://chat.openai.com) and Google Bard Gemini advanced 
version (Google Inc., Mountain View, CA, US) (https://gemini.google. 
com/app). For both LLMs, the same prompt was used, crafted by a 
panel of experts that included two oral surgeons and an artificial intel
ligence expert: “Develop an informed consent form for the procedure 
[name of the procedure], organizing it into the following sections: 
purpose of the procedure, description of the intervention, expected 
benefits, possible alternatives, risks and potential complications, re
covery process. The consent must be accessible to a patient at a 12th 
grade reading level.” The same researcher entered all the prompts into 
the chatbots on February 21, 2023. Each prompt was imputted using 
incognito mode, always in a new chat window.

Additionally, the same prompts were provided to a dentist in his first 
year of oral surgery residency.

The responses from the LLMs and the resident were collected by the 
same researcher, randomized, and then sent to the review panel for 
evaluation [Supplementary Table 1].

2.3. Evaluation protocol

The pool of reviewers consisted of 18 oral and maxillofacial sur
geons, each with at least 10 years of experience. Each reviewer inde
pendently evaluated each consent form. For each procedure, a 
randomized assessment of the three consents (the two from the LLMs 
and the one from the resident) was conducted, evaluating each section of 
the consent and finally providing an overall judgment. The reviewers 
assessed the completeness, accuracy, and readability, in addition to 
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giving an overall judgment. As previously proposed by Decker et al. 
(2023), the overall judgment for each component of the consent was 
based on a scale from 0 to 3, depending on whether the component was 
complete (3), incomplete (2), absent (1), or incorrect (0). Completeness, 
accuracy, and readability were evaluated using a Likert scale from 0 to 5 
[Appendix A].

The readability of each consent form was also assessed by an inde
pendent and blinded reviewer using the Gunning Fog Index, a tool that 
measures the complexity of English text based on sentence length and 
the number of complex words (Nangia et al., 2022).

2.4. Statistical analysis

Statistical analysis was accomplished using the freely available and 
open-source software Jamovi, version 2.3.18.0, accessible online at 
www.jamovi.org. The evaluations of accuracy, completeness, read
ability, and the overall assessment by the 18 reviewers were reported as 
median and interquartile range (IQR). Statistical differences between 
the evaluations of the three consent forms were studied using the 
Friedman test for paired data. The Durbin-Conover test was used for the 
post-hoc evaluation of pairwise differences between the consents. 
Finally, the percentage of consents that were actually written at a 12th- 
grade reading level or lower was calculated. Differences between the 
three types of authors were evaluated using Fisher’s exact test and 
Friedman test for paired data. The threshold for statistical significance 
was established at p < 0.05, with a confidence interval of 95%.

3. Results

3.1. Accuracy evaluation results

Human-written consents had a median accuracy score of 4 [IQR 
3–4]. ChatGPT-4’s consents had a median score of 4 [IQR 4-4], while 
Gemini Advanced’s consents had a median score of 3 [IQR 3–4].

ChatGPT-4 consents were generally more accurate than those pro
duced by both Bard Gemini Advanced (p < 0.001) and humans (p <
0.001). There were no significant differences in accuracy between Bard 
and human-written consents (p = 0.817) [Fig. 1].

When analyzing individual consents, ChatGPT-4 consistently ach
ieved higher accuracy scores than humans in 5 out of 10 cases and 
surpassed Bard in 7 out of 10 cases. Bard produced a more accurate 
consent than humans in one instance, while humans outperformed Bard 
in another case. Human-written consents were never more accurate than 
those generated by ChatGPT-4 [Supplementary Table 2].

3.2. Completeness evaluation results

The median completeness score for human-written consents was 4 
[IQR 3–4]. ChatGPT-4 generated consents with a median completeness 
score of 4 [IQR 4–5], while Bard Gemini Advanced produced consents 
with a median score of 3 [IQR 3–4]. Overall, the consents generated by 
ChatGPT-4 were significantly more complete compared to those pro
duced by both Bard Gemini Advanced (p < 0.001) and the human (p <
0.001). There were no statistically significant differences between the 
completeness scores of Bard Gemini and those of the resident (p =
0.915) [Fig. 2].

In the analysis of individual consents, ChatGPT-4 consistently scored 
significantly higher in completeness than human in 5 out of 10 cases and 
outperformed Bard in 6 out of 10 cases. The resident provided a 
significantly more complete consent than Bard Gemini in one case. 
However, human-written consents were never significantly more com
plete than those produced by ChatGPT-4 [Supplementary Table 3].

3.3. Readability evaluation results

The median readability score for human-written consents was 4 [IQR 
3–4]. ChatGPT-4 generated consents with a median readability score of 
4 [IQR 4–5], while Gemini Advanced produced consents with a median 
score of 4 [IQR 4-4].

Overall, the consents generated by ChatGPT-4 were significantly 
more readable compared to those produced by both Bard Gemini 
Advanced (p < 0.001) and human (p < 0.001). Additionally, Bard’s 
consents were significantly more readable than those written by the 
resident (p < 0.001) [Fig. 3].

In the analysis of individual consents, ChatGPT-4 consistently scored 
significantly higher in readability than the resident in 8 out of 10 cases 
and outperformed Bard in 4 out of 10 cases. Bard’s consents were 
significantly more readable than those written by the resident in 4 cases, 
while human-written consents achieved a significantly better readability 
score than Bard in only one case. Human-written consents were never 
significantly more readable than those produced by ChatGPT-4 
[Supplementary Table 4].

The median Gunning Fog Index for human-written consents was 20 
[IQR 19.2–20.9]. In comparison, consents generated by ChatGPT-4 had 
a median Gunning Fog Index of 17.2 [IQR 16.5–18.2], while those 
produced by Bard Gemini Advanced had a median of 23.1 [IQR 
20.5–24.7]. None of the consents, whether written by humans or AI 
chatbots, met the prescribed reading level of 12 (Fisher exact test, p =
1). Overall, the consents generated by ChatGPT-4 demonstrated a 
significantly lower (and therefore closer to the target 12) Gunning Fog 
Index compared to both the human-written consents (p = 0.007) and 
those by Bard Gemini Advanced (p < 0.001). No significant differences 

Fig. 1. Accuracy evaluation results. Fig. 2. Completeness evaluation results.
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were observed between human and Bard Gemini Advanced consents (p 
= 0.236) [Fig. 4].

3.4. Overall evaluation results

The overall evaluation of the informed consents revealed significant 
differences in quality among those produced by humans and AI chatbots. 
The median overall score for human-written consents was 2 [IQR 2–3]. 
ChatGPT-4 generated consents with a median overall score of 3 [IQR 
2–3], while Bard Gemini Advanced produced consents with a median 
score of 2 [IQR 2–3].

Overall, consents generated by ChatGPT-4 were significantly better 
compared to those produced by both Bard Gemini Advanced (p < 0.001) 
and resident (p < 0.001). There were no statistically significant differ
ences between the consents generated by Bard and those written by the 
resident (p = 0.966) [Fig. 5].

In the analysis of individual consents, ChatGPT-4 consistently scored 
significantly higher than humans in 4 out of 10 cases and outperformed 
Bard in 5 out of 10 cases. No significant differences were found between 
the scores of Bard Gemini Advanced and those of human-written consent 
in any instance. Additionally, human-generated consents never scored 
significantly better than those produced by the AI chatbots 
[Supplementary Table 5].

4. Discussion

The quality of informed consents generated by AI is a relatively 
unexplored field, with no published research specifically addressing oral 

surgery. However, several studies have investigated AI-generated in
formation in other medical fields.

In orthopedics and trauma surgery, ChatGPT provided moderate- 
quality information but showed significant variability in usefulness 
(Kasapovic et al., 2024). For ENT surgeries, simplified ChatGPT infor
mation was more readable but less comprehensive than professional 
leaflets (Abou-Abdallah et al., 2024). In urology, ChatGPT, Bard, and 
Copilot offered reasonably accurate information but often lacked 
comprehensive details and citations (Szczesniewski et al., 2024). In total 
knee arthroplasty, ChatGPT conveyed accurate information but some
times generated non-existent references (Kienzle et al., 2024). 
Ophthalmology research found ChatGPT superior to Bard for preoper
ative information, yet both failed to fully address adverse events (Patil 
et al., 2024). For blepharoplasty, AI-generated informed consents were 
not yet suitable as standalone resources but had potential for improve
ment (Shiraishi et al., 2024).

The results of the present study indicate that AI-generated consents, 
particularly those produced by ChatGPT-4, consistently outperformed 
human-written documents in terms of accuracy, completeness, read
ability, and overall quality. Our findings revealed that ChatGPT-4- 
generated consents were generally more accurate than both human- 
written and Bard-generated consents. The superior performance of 
ChatGPT-4 can be attributed to its extensive training on a vast dataset, 
which includes medical literature, allowing it to provide detailed and 
precise information. This highlights the potential of AI in reducing the 
risk of misinformation, which is crucial in the context of informed 
consent where accurate and clear information is paramount for patient 
decision-making.

The completeness of informed consent documents is essential for 
ensuring patients have a comprehensive understanding of their pro
cedures, including risks, benefits, and alternatives. ChatGPT-4’s con
sents were more complete compared to both human and Bard-generated 
consents. This suggests that AI can help overcome the common issue of 
omitting critical information, which can sometimes occur in human- 
written consents due to oversight or lack of time (Blackwood et al., 
2015). By ensuring all necessary components are included, AI can 
enhance the integrity of the consent process.

Readability is a crucial factor in ensuring that patients can under
stand the information provided (Padiya, 2010; Yildiz et al., 2018). While 
none of the consent documents met the prescribed 12th-grade reading 
level, ChatGPT-4’s consents had a significantly lower Gunning Fog Index 
compared to both human-written and Bard-generated consents. This 
indicates that AI can produce more comprehensible documents, poten
tially improving patient understanding and satisfaction. However, the 
failure to meet the target reading level across all consents suggests a 
need for further refinement of AI algorithms to enhance accessibility. 
The observed discrepancy between the Gunning Fog Index scores and 

Fig. 3. Readability evaluation results.

Fig. 4. Gunning fog index results.

Fig. 5. Overall evaluation results.
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reviewer ratings can be explained by the fact that these two methods 
evaluate different aspects of readability. The Gunning Fog Index quan
tifies linguistic complexity based on sentence length and word difficulty, 
providing an objective measure (Nangia et al., 2022). However, it does 
not capture qualitative elements such as the clarity of explanations, 
logical flow, and contextual appropriateness of medical terminology. 
Reviewer ratings, on the other hand, reflect human perceptions of 
readability, considering these qualitative factors (Pandiya, 2010). This 
suggests that while the Gunning Fog Index offers valuable insights into 
text complexity, it may not fully align with human assessments of how 
easily a document can be understood. Consequently, reviewer ratings 
might identify subtleties in text comprehension that are not apparent 
through numerical indices alone, emphasizing the importance of 
combining both objective and subjective measures when evaluating 
readability.

The overall quality assessment revealed that ChatGPT-4’s consents 
were significantly better than those produced by both Bard and the 
resident. This aligns with previous studies indicating that advanced AI 
models can outperform human efforts in specific tasks involving the 
synthesis and presentation of complex information (Ayers et al., 2023; 
Hopkins et al., 2023; Lechien et al., 2024; Lorenzi et al., 2024; Vaira 
et al., 2024a). The consistent performance of ChatGPT-4 underscores its 
potential as a valuable tool in the creation of informed consent docu
ments, potentially improving the standardization and reliability of pa
tient information.

The differences between the performances of ChatGPT-4 and Bard 
could be attributed to the variations in their training data and under
lying algorithms. ChatGPT-4, benefits from extensive training on a 
diverse and comprehensive dataset, including a wide array of medical 
texts. This broad training enables it to generate more detailed and ac
curate content. In contrast, Bard may have limitations in its training data 
scope or algorithmic nuances that affect its ability to generate equally 
detailed and accurate consent documents.

Moreover, AI platforms can provide a more general and objective 
perspective, less influenced by individual biases or outdated practices 
that human writers might adhere to. Human-generated consents might 
reflect the specific training and personal experiences of the healthcare 
provider, which can sometimes diverge from current evidence-based 
practices (Blease et al., 2016; Lamont et al., 2019). AI, on the other 
hand, synthesizes information from a vast array of sources, potentially 
leading to more standardized and up-to-date content.

The adoption of AI in generating informed consent documents pre
sents several practical advantages. AI can streamline the consent pro
cess, reduce the workload on healthcare professionals, and ensure that 
patients receive up-to-date and comprehensive information. Addition
ally, AI-powered tools can personalize consent documents to align with 
individual patient needs, enhancing understanding and engagement. 
However, the integration of AI in clinical practice should be approached 
with caution. Continuous evaluation and oversight are necessary to 
ensure the accuracy and appropriateness of AI-generated content, and 
healthcare providers must remain involved in the final approval of 
informed consent documents.

This study has several limitations. First, the evaluation of consents 
was conducted by a panel of experts, which may introduce subjective 
bias. No direct feedback was obtained from patients, who are the pri
mary end-users of informed consent documents. This was a deliberate 
choice, as the current study represents the first phase of a larger research 
project aimed at evaluating the feasibility and quality of AI-generated 
consent documents. Initially, we sought to establish a foundational 
assessment by experienced clinicians to ensure that the content pro
duced was clinically accurate, complete, and appropriate. The inclusion 
of patient perspectives is planned for the next phase, where we will focus 
on evaluating patient understanding, satisfaction, and engagement with 
these documents. Second, the study focused on ten specific procedures, 
and the generalizability of the findings to other surgical contexts re
mains to be explored. Third, another limitation of this study is the use of 

a standardized, identical prompt for all AI-generated consent docu
ments, which does not account for individualized adjustments based on 
patient-specific factors such as age, literacy level, or clinical history. 
This approach was chosen to ensure consistency and establish a baseline 
for evaluating the basic capabilities of AI models in generating informed 
consent documents. By using a standardized prompt, we were able to 
conduct a controlled comparison with human-written consents to 
determine whether AI could produce content of comparable quality 
without customization. However, we acknowledge that future research 
should explore the use of more personalized prompts that allow for 
tailored content. This would enable the generation of individualized 
consent documents that better address patient-specific needs and con
cerns, ultimately enhancing patient understanding and engagement. 
Fourth, another limitation is the absence of comparison with standard
ized patient information sheets provided by established publishers. 
These documents typically undergo multiple rounds of expert review 
and are curated by professionals specialized in medical communication, 
making them a gold standard for consent documentation. While our 
study focused on comparing AI-generated texts with those drafted by a 
first-year resident to establish a performance baseline, future research 
should include comparisons with standardized documents to fully assess 
the potential of AI-generated content. Such comparisons would allow for 
a more robust evaluation of whether AI-generated documents can ach
ieve the same level of detail, accuracy, and clarity as those produced 
through conventional professional processes.

5. Conclusions

The findings of this study demonstrate that AI platforms, particularly 
ChatGPT-4, can generate informed consent documents that are more 
accurate, complete, and readable than those written by a human resi
dent. This suggests a promising role for AI in enhancing patient 
communication and the informed consent process in healthcare. As AI 
technology continues to evolve, its integration into clinical practice 
should be guided by rigorous evaluation and ethical considerations to 
maximize benefits while safeguarding patient autonomy and 
understanding.

Future research should focus on refining AI algorithms to further 
improve readability and exploring the integration of AI-generated con
sents in diverse clinical settings. Additionally, investigating patient 
perspectives on AI-generated consent documents can provide valuable 
insights into their acceptance and effectiveness in enhancing patient 
understanding and engagement.
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