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A B S T R A C T

Recently, generative models for images have garnered remarkable attention, due to their effective general-
ization ability and their capability to generate highly detailed and realistic content. Indeed, the success of
generative networks (e.g., BigGAN, StyleGAN, Diffusion Models) has driven researchers to develop increasingly
powerful models. As a result, we have observed an unprecedented improvement in terms of both image
resolution and realism, making generated images indistinguishable from real ones. In this work, we focus
on a family of generative models known as Stable Diffusion Models (SDMs), which have recently emerged due
to their ability to generate images in a multimodal setup (i.e., from a textual prompt) and have outperformed
adversarial networks by learning to reverse a diffusion process. Given the complexity of these models that
makes it hard to retrain them, researchers started to exploit pre-trained SDMs to perform downstream tasks
(e.g., classification and segmentation), where semantics plays a fundamental role. In this context, understanding
how well the model preserves semantic information may be crucial to improve its performance.

This paper presents an approach aimed at providing insights into the properties of a pre-trained SDM
through the semantic lens. In particular, we analyze the features extracted by the U-Net within a SDM to
explore whether and how the semantic information of an image is preserved in its internal representation.
For this purpose, different distance measures are compared, and an ablation study is performed to select the
layer (or combination of layers) of the U-Net that best preserves the semantic information. We also seek to
understand whether semantics are preserved when the image undergoes simple transformations (e.g., rotation,
flip, scale, padding, crop, and shift) and for a different number of diffusion denoising steps. To evaluate
these properties, we consider popular benchmarks for semantic segmentation tasks (e.g., COCO, and Pascal-
VOC). Our experiments suggest that the first encoder layer at 16×16 resolution effectively preserves semantic
information. However, increasing inference steps (even for a minimal amount of noise) and applying various
image transformations can affect the diffusion U-Net’s internal feature representation. Additionally, we propose
some examples taken from a video benchmark (DAVIS dataset), where we investigate if an object instance
within a video preserves its internal representation even after several frames. Our findings suggest that the
internal object representation remains consistent across multiple frames in a video, as long as the configuration
changes are not excessive.
1. Introduction

In recent years, generative models have gained significant traction
for their remarkable ability to create increasingly realistic images,
revolutionizing fields such as digital art [1], virtual reality [2], and
medical imaging [3–5]. These advancements have been largely driven
by sophisticated architectures like Generative Adversarial Networks
(GANs) [6] and Variational Autoencoders (VAEs) [7], which enable
the synthesis of high-fidelity images that often blur the line between
computer-generated and real-world pictures.

∗ Corresponding author at: Department of Social, Political and Cognitive Science, University of Siena, Siena, Italy.
E-mail address: simone.bonechi@unisi.it (S. Bonechi).

Generative models aim to learn the underlying distribution of a
dataset to generate unseen, realistic samples that resemble the real
ones. Their ability to effectively capture the nuances and complexities
of the original data enables the creation of novel content that preserves
the realism and diversity of the input data. Following groundbreak-
ing generative models like GAN and VAE, which marked significant
advancements in Deep Learning, subsequent models (e.g., DCGAN [8],
WGAN [9]) have pushed the state-of-the-art by improving the quality
of generation in terms of both image resolution and level of detail.
However, while these models struggled to generate complex content
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at high resolutions, the ambition to generate increasingly more realistic
and diverse images has led to the design of progressively more complex
and resource-intensive architectures. Models like StyleGAN [10] and

igGAN [11], while capable of producing high-resolution and remark-
ably realistic images, require training times that can stretch over weeks,

aking their training difficult in terms of computational resources and
ime.

The emergence of multimodal models, particularly Visual-Language
Models (VLMs), with their expanding parameter count, has further
exacerbated the challenges of training a generative model from scratch.
 VLM aims to create images from diverse sources of content (e.g.,

ext), thereby learning a multimodal latent space where different types
of information can coexist. Moving from the early multimodal models
(e.g., VQ-VAE-2 [12]), the advent of new engines based on vision and
anguage, such as Transformers [13], Diffusion Denoising Probabilistic

Models (DDPMs) [14] and Large Language Models (LLMs) [13] has
indeed led to a remarkable improvement but it has also led to a
rapid escalation in the number of parameters. Additionally, the vast
datasets required for training (e.g., LAION-400M [15], LAION-5B [16]),
involving hundreds of millions of image–text data, make these models
extremely powerful but also nearly impossible to train in absence of
vast computational resources.

The introduction of DDPMs marked a significant advancement in
image generation. DDPMs are likelihood-based generative models that
utilize a U-Net backbone and variational inference to learn a denoising
Markov chain. They have set a new benchmark in image generation,
urpassing BigGAN and VQ-VAE-2 in terms of Fréchet Inception Dis-
ance [17] metrics on ImageNet [18]. Recent advancements in this field
ave also demonstrated remarkable results in text-to-image generation
ith models such as DALL-E [19], Imagen [20], and Stable Diffusion
odels (SDMs) [21].

Given the impressive performance of VLMs but the impracticality
f retraining generative multimodal models from scratch, new research
venues have emerged that leverage pre-trained models. Indeed, as VLMs
re trained on large-scale datasets, they can perform tasks using a
ero-(few-)shot approach, eliminating the need for retraining.

However, using a pre-trained model requires a deep understanding
f how the information is encoded within its internal representation
nd how to retrieve this information. Indeed, overlooking these aspects
ould potentially compromise the model’s performance, particularly in
 downstream task. For instance, it would be beneficial to determine
hether the latent vector of a VLM identifies specific objects in the

mage, captures specific details of objects such as textures and colors,
r both simultaneously. Indeed, models like CLIP [22], which typically
earn multimodal embedding spaces by correlating text and images,

suggest that cosine similarity between embeddings can reflect semantic
similarity between objects. This indicates that the multimodal space is
highly structured, which enhances its interpretability [23]. However,
it remains uncertain whether this principle extends to the multimodal
pace of Diffusion Models. If we could apply insights to complex

generative models such as SDMs, we might infer that the internal
epresentation of a zebra is closer to that of a horse than to that of

a truck. Therefore, a current research challenge is understanding how
to effectively retrieve information from the internal representation of
pre-trained diffusion models to fully leverage their potential for tasks
such as image classification [24–26] and segmentation [27–29] without
ny training. In this work, we aim to tackle this challenge by analyzing

the internal representation of a pre-trained diffusion model through the
semantics lens. Thus, we wonder:

Does the U-Net in SDM reflect the semantic similarity between objects in
its internal representation?

To the best of our knowledge, while many studies offer insights
into the internal dynamics of Stable Diffusion, there is a lack of sys-
tematic contributions in this area. This work aims to provide new
 u

2 
insights into whether and how features of an SDM preserve semantics,
particularly by examining the features extracted from the diffusion
U-Net at different depths. We propose a distance-based approach to
provide an overview of each layer’s capability in preserving object
semantics within an image, as well as the relationship among the
internal representation of various objects in the U-Net encoder and
decoder. In a nutshell, as shown in Fig. 1, we feed an image to the SDM
and we exploit the target segmentation mask to extract the internal
features corresponding to different objects in the scene. Given the
orresponding prototypes, we then infer distances between the objects

in the multimodal feature space. If semantics are preserved, we expect
the distances to exhibit specific patterns, i.e., instances of the same
lass should be closer to each other, according to certain metrics, than
nstances of different classes, both within and across images.

To study how well the diffusion U-Net preserves semantic infor-
ation within its feature representation during the diffusion process,
e employ several distance measures and an ablation study to iden-

ify the specific U-Net layer(s) that best preserve semantic meaning.
Extending our seminal work [30], we explore the impact of simple
mage transformations (e.g., rotation, flip, scale, padding, crop, and
hift) and a different number of denoising steps on semantic preser-
ation. To evaluate our approach, we used two semantic segmentation
atasets (COCO [31] and Pascal-VOC [32]). We also delved into video
ata using the DAVIS [33] dataset, to evaluate whether the feature

representation of the same object instance is preserved across multiple
frames.

The main contribution of the paper can be summarized as follows:

• We present an approach based on calculating distances in the
feature space of a diffusion U-Net.

• We provide insights for studying the contribution of various U-Net
layers, revealing that the first 16 × 16 layer of the U-Net en-
coder appears to be the most effective at preserving the semantic
information of objects within the image.

• We investigate how the number of inference steps affects the
semantics, confirming that adding noise for an increasing number
of time steps progressively degrades the semantic information.

• We analyze whether semantics are preserved when the image
undergoes simple transformations (rotation, flip, scale, padding,
crop, and shift). Interestingly, cropping an object with padding
seems to preserve semantic content, whereas scaling introduces a
slight loss in representation.

• Finally, we demonstrate that semantic information can be pre-
served within a video sequence even after several frames, which
could provide meaningful insights for downstream tasks such as
object tracking and object re-identification.

The paper is organized as follows: Section 2 revises the literature
elated to the main aspects of diffusion models and their interpretabil-

ity, while Section 3 describes the datasets and metrics used in this
study. Then, the proposed method is detailed in Section 4. Sections 5
and 6 present the experimental setup and the obtained results re-
spectively. Finally, Section 7 concludes and discusses possible future
developments.

2. Related work

2.1. Diffusion (probabilistic) models

Diffusion Models (DMs), also known as Diffusion Probabilistic Mod-
ls, are a class of generative models inspired by thermodynamics that
as garnered attention for their capability to produce high-quality

images by learning to reverse a diffusion process [34]. A DM is based
on a forward and a reverse process.

In the Forward diffusion process, from image to noise, the input
image (𝐱0) sampled from the real data distribution 𝑞(𝐱0) (𝐱0 ∼ 𝑞(𝐱0))
ndergoes incremental degradation by incorporating noise sampled
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Fig. 1. Overview of proposed approach. Given an image, the corresponding SDM internal features are extracted at various depths and resolutions, and filtered based on the target
masks. The filtered features are averaged and the prototypes of the objects thereby obtained are compared in terms of distance within the feature space. Our aim is to demonstrate
the semantic proximity of classes within the feature space of an SDM .
from a Gaussian distribution across a predetermined number of time
steps 𝑇 . After the last forward step, the image has lost its original
appearance and 𝐱𝑇 is equivalent to an isotropic Gaussian distribution
(i.e., pure noise). The Markov chain that describes the degradation of
the distribution 𝑞(𝐱) of 𝐱0 after each time step of the forward process
can be formalized as in Eq. (1):

𝑞(𝐱1∶𝑇 |𝐱0) =
𝑇
∏

𝑡=1
𝑞(𝐱𝑡|𝐱𝑡−1) =

𝑇
∏

𝑡=1
 (𝐱𝑡;

√

1 − 𝛽𝑡𝐱𝑡−1, 𝛽𝑡𝐈) , (1)

where  is a Gaussian distribution, 𝐈 is the identity matrix, and 𝛽
coefficients are either given by a scheduler or fixed [35,36] to ensure
that 𝐱𝑇 is nearly an isotropic Gaussian for sufficiently large 𝑇 .

The Reverse diffusion process aims to invert the diffusion process and
learn the distribution 𝑞(𝐱𝑡−1|𝐱𝑡), meaning to recognize the specific noise
patterns introduced at each step and generate new samples by remov-
ing noise. The problem of calculating the conditional probabilities is
intractable as it depends on the entire dataset, but a model 𝑝𝜃 (e.g., a
neural network) can be used to approximate the reverse process

𝑝𝜃(𝐱0∶𝑇 ) = 𝑝(𝐱𝑇 )
𝑇
∏

𝑡=1
𝑝𝜃(𝐱𝑡−1|𝐱𝑡) = 𝑝(𝐱𝑇 )

𝑇
∏

𝑡=1
 (𝐱𝑡−1;𝝁𝜃(𝐱𝑡, 𝑡),𝜮𝜃(𝐱𝑡, 𝑡)) .

(2)

In particular, the reverse process is driven by a U-shaped neural net-
work trained to predict the amount of noise added to the image at
time step 𝑡 following the distribution in Eq. (2) by minimizing the loss
function (in Eq. (3))

 = E𝐱0 ,𝑡, ̄𝜖 ∥ 𝜖 − 𝜖𝜃(𝐱𝑡, 𝑡) ∥22 , (3)

where 𝜖𝜃(𝐱𝑡, 𝑡) is the predicted amount of noise at time step 𝑡, denoted
as, and 𝜖 is the true amount of added noise.

The first implementation of diffusion models, DDPMs, could gen-
erate images by introducing noise using a Markov chain. Given the
need to calculate the distribution at each stage, performing diffusion
as a Markovian process incurred an almost prohibitive computational
cost. To overcome this issue, DDIMs (Denoising Diffusion Implicit Mod-
els) [37] generalized to a non-Markovian process, demonstrating the
ability to produce higher-resolution images with lower computational
cost. However, both DDPMs and DDIMs generate images directly from
the pixel space making these approaches significantly more computa-
tionally expensive compared to other generative methods (e.g., GANs,
3 
VAEs). Latent Diffusion Models (LDMs) [21] use the encoder  of a
VAE to create a latent encoding of the image in a lower-dimensional
space, then apply diffusion to the latent vector and finally decode the
latent vector via the VAE decoder . Applying the diffusion opera-
tions to the latent space not only enhanced speed and reduced costs
but also allowed to extend the model with new capabilities, such as
generating images based on specific additional inputs, using a condi-
tioning mechanism [38]. Possible types of conditioning include textual
prompts (text-to-image diffusion models) or another image (image-to-
image diffusion models). To enable the conditioned image generation,
the denoising U-Net makes use of a cross-attention mechanism to
incorporate conditioning information during the reverse process.

In this work, we aim to explore the semantic properties of a pre-
trained diffusion model known as SDM, a type of text-to-image LDM
that has emerged as the state-of-the-art in image generation due to its
capability to produce photorealistic images based on any given textual
prompt.

2.2. Use of diffusion models internal features

DMs are usually trained on huge datasets containing hundreds of
millions of examples (e.g., LAION-400M and LAION-5B contain 400
million and 5.85 billion of image–text pairs, respectively), making re-
training almost unaffordable. New research directions have therefore
emerged aiming to use pre-trained DMs to improve their generative
power, for instance enhancing the embeddings of images or engineering
textual prompts to generate better samples [39,40]. In addition, a
certain number of works use DMs to perform other tasks than mere
image generation, such as classification and segmentation. In [41], the
authors explore a DDPM to identify which layers are most effective
for semantic segmentation. They demonstrate that it is possible to
aggregate the internal features of a DDPM using K-Means and ob-
tain a spatially coherent representation of the image. The analysis is
conducted on various blocks of the decoder of the U-Net at different
diffusion timesteps 𝑡. Finally, an MLP is trained to predict the semantic
label of a pixel based on its U-Net features. ODISE (Open-vocabulary
DIffusion-based panoptic SEgmentation) [42] is a model for panoptic
image segmentation. ODISE relies on learning fine masks obtained
from raw masks extracted from the layers of a U-Net within an SDM.
They demonstrate superior performance compared to clustering-based
approaches of the internal representation. LD-ZNet [43] shows that the
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internal features of LDMs contain rich semantic information to perform
ext-based segmentation of synthetic images. In ASYRP paper [44], a
pecial latent space ℎ is introduced, which exhibits significant algebraic
roperties. To this aim they introduce a 1 × 1 convolutional layer, which
rocesses the concatenation sequence of bottleneck representations
rom the U-Net for each time step. Despite the excellent properties of

enabling straightforward modification of image characteristics, it is
nrelated to the feature space or latent space of the SDM. Adopting
he Riemannian geometry serves in [45] to understand the latent space
f a diffusion model. The authors focus on finding a vector basis for
he latent space by leveraging the pullback metric associated with their

encoding feature maps. Their discoveries allow to move through the
latent space and perform image editing via parallel transport of the
ector basis. Moreover, other works have shown alternative uses of
he internal representation of a pre-trained SD. In [46], the internal

representation is exploited to quantify the social bias in text-to-image
generative models. Instead, in [47], a neural network is trained to

odify the features of a pre-trained SD to follow specific multimodal
onditioning and improve generated image quality.

3. Preliminaries

Section 3.1 presents the three datasets used in this study, while
ections 3.2 and 3.3 describe the similarity measures and the metrics

employed to analyze the extracted features, respectively.

3.1. Datasets

3.1.1. Pascal-VOC 2012
The Pascal-VOC dataset [32] is a popular benchmark for image

egmentation. It is characterized by images with a limited number
f object categories. The primary object is typically positioned in the
enter of the scene. Each image in the training and validation sets
omes with pixel-level annotation. The dataset consists of 20 object
ategories, a background class, and a ‘‘do not care’’ class for uncertain
egions. In this study, we randomly selected 1000 Pascal-VOC images,1

ensuring that each of them contains at least one object with a size
greater than 1% of the total image area. This criterion helps to focus
on images with well-represented objects.

3.1.2. COCO 2017
The COCO dataset [31] is a large-scale image dataset containing

ore than 100,000 images designed for object detection, segmentation,
nd captioning tasks. The images often capture a complex scene with
arious types of objects. Each image in the training and validation set

comes with instance-level annotations for 80 object categories, along
with background labels. Although COCO-2017 offers a wide range of
object categories, in this study we extract a subset of 1000 images1

tailored to our needs following these criteria:

• Object Size: Each image must contain at least one object with
a size greater than 1% of the total image area. This ensures
to focus on images with ‘‘well-represented’’ objects, avoiding
images where the object size is too small to provide a meaningful
representation in the SDM.

• Object Category: The object category should belong to one of the
20 Pascal-VOC classes. This ensures to focus on a common set of
classes between the two datasets.

1 The list of the images/videos employed in this work can be downloaded
at: https://github.com/bcorrad/Diff-Props.
 c

4 
3.1.3. DAVIS
The Densely-Annotated VIdeo Segmentation (DAVIS) dataset [48]

provides high-definition video sequences with pixel-level object mask
annotations for each frame. In this work, we use the DAVIS 2017 [33]
dataset, which is a larger and more challenging version released in
2017. The complexity of the dataset was increased not only by anno-
tating multiple objects per scene but also by re-annotating a number of
original samples, so as to include more distractors, smaller objects, finer
tructures, occlusions, and faster movements. The expanded dataset is
omposed of 150 video sequences containing 10,459 annotated frames.
n this paper, we consider a subset of DAVIS 2017 composed of 544
rames from 8 video samples1, showing multiple instances of people in

the scene. Such a selection aims to investigate whether features referred
to a specific person instance in a video frame can retain semantic
information in the subsequent frames.

3.2. Distance measures

This section describes the metrics used to compare feature vectors
within the latent space of the U-Net in the SDM. These metrics allow us
to quantify the relationships between features in the latent space. Given
two n-dimensional vectors 𝐗 = (𝑥1, 𝑥2,… , 𝑥𝑛) and 𝐘 = (𝑦1, 𝑦2,… , 𝑦𝑛) we
an define the following measures.

Euclidean distance. The Euclidean distance between two vectors, 𝐗 and
𝐘 is defined as

𝐷euc(𝐗,𝐘) =
√

√

√

√

𝑛
∑

𝑖=1
(𝑥𝑖 − 𝑦𝑖)2 . (4)

Distance correlation. The Distance Correlation [49] is a statistical mea-
sure that captures both linear and nonlinear relationships between
variables, offering a comprehensive view of their dependence beyond
raditional correlation metrics. It is defined as

𝐷corr(𝐗,𝐘) =
√

𝑑 𝐶 𝑜𝑣2(𝐗,𝐘)
√

𝑑 𝑉 𝑎𝑟2(𝐗)𝑑 𝑉 𝑎𝑟2(𝐘)
, (5)

where the distance covariance 𝑑 𝐶 𝑜𝑣2(𝐗,𝐘) and the distance variance
𝑑 𝑉 𝑎𝑟2(𝐗) between 𝐗 and 𝐘 are

𝑑 𝑉 𝑎𝑟2(𝐗) = 𝑑 𝐶 𝑜𝑣2(𝐗,𝐗) (6)

𝑑 𝐶 𝑜𝑣2(𝐗,𝐘) = 1
𝑛2

𝑛
∑

𝑖=1

𝑛
∑

𝑗=1
(𝑎𝑖𝑗 − 𝑎̄𝑖⋅ − 𝑎̄⋅𝑗 + 𝑎̄)(𝑏𝑖𝑗 − 𝑏̄𝑖⋅ − 𝑏̄⋅𝑗 + 𝑏̄) . (7)

If 𝑥𝑖, 𝑥𝑗 are two samples of 𝐗 and 𝑦𝑘, 𝑦𝑙 are two samples of 𝐘, it is
possible to define:

𝑎𝑖𝑗 = 𝐷𝑒𝑢𝑐 (𝑥𝑖, 𝑥𝑗 ), 𝑏𝑘𝑙 = 𝐷𝑒𝑢𝑐 (𝑦𝑘, 𝑦𝑙) and 𝑎̄𝑖⋅ = 1
𝑛
∑𝑛

𝑗=1 𝑎𝑖𝑗 , 𝑎̄⋅𝑗 =
1
𝑛
∑𝑛

𝑖=1 𝑎𝑖𝑗 , 𝑏̄𝑖⋅ =
1
𝑛
∑𝑛

𝑗=1 𝑏𝑖𝑗 , 𝑏̄⋅𝑗 =
1
𝑛
∑𝑛

𝑖=1 𝑏𝑖𝑗

Manhattan distance. The Manhattan distance [50] in an arbitrary space
is defined as the sum of the absolute differences between the corre-
sponding coordinates along each dimension

𝐷man(𝐗,𝐘) =
𝑛
∑

𝑖=1
|𝑥𝑖 − 𝑦𝑖| . (8)

Cosine distance. The cosine distance between two non-zero vectors, 𝐗
nd 𝐘, is defined as

𝐷cos(𝐗,𝐘) = 1 − 𝐗 ⋅ 𝐘
‖𝐗‖‖𝐘‖

, (9)

where ⋅ denotes the dot product of the vectors, and ‖𝐗‖ and ‖𝐘‖ are
the Euclidean norms of the vectors. The 𝐗⋅𝐘

‖𝐗‖‖𝐘‖ is the cosine similarity
between 𝐗 and 𝐘, which quantifies the similarity between vectors
based on the angle between them. The cosine distance is simply the
omplement of the cosine similarity.

https://github.com/bcorrad/Diff-Props
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3.3. Metrics and reliability measures

Dunn index. The Dunn Index [51] measures the compactness (intra-
luster similarity) and the separation between clusters (inter-cluster
issimilarity). It can be defined as the ratio of the smallest inter-cluster
istance to the largest intra-cluster distance:

Dunn Index =
min𝑖≠𝑗 𝑑𝑚𝑖𝑛(𝐶𝑖, 𝐶𝑗 )
max𝑘 𝑑𝑚𝑎𝑥(𝑥 ∈ 𝐶𝑘)

(10)

where 𝑑𝑚𝑖𝑛(𝐶𝑖, 𝐶𝑗 ) represents the minimum pairwise distance between
any two clusters 𝐶𝑖, 𝐶𝑗 and 𝑑𝑚𝑎𝑥(𝑥 ∈ 𝐶𝑘) calculates the maximum
distance between any two points within a single cluster. The higher
the Dunn Index, the better.

Kruskal–wallis. The Kruskal–Wallis test [52] is a non-parametric
method for assessing the equality of medians across multiple groups
and serves as an alternative to one-way ANOVA [53] when its assump-
tions, such as normality and homogeneity of variances, are not satisfied.
Indeed, the Kruskal–Wallis test does not require the data to follow a
pecific distribution. In this study, we apply the Kruskal–Wallis test to

assess whether there are statistically significant differences between the
groups of interest. We chose this test after assessing the non-normal
istribution of our samples using the Shapiro–Wilk test [54].

4. Proposed method

The goal of this work is to provide new insights into whether and
ow object representation is preserved in the features extracted from
he diffusion U-Net at different depths. In the following, we provide an
n-depth explanation of the proposed method. Specifically, we focus on
he process of extracting prototypes from each object in an image (see
ection 4.1) and we detail how to obtain the sets of distances for the

comparison of these sets (see Section 4.2).

4.1. Prototype extraction

In order to measure the distance between features of different
objects, we need to retrieve a feature-based prototype of the objects in
he image. Prototypes can be obtained from the internal representations
f pre-trained neural networks by masking their internal features with
egmentation maps provided by the target labels [55,56] or through

unsupervised methods [42]. Alternatively, prototypes can be created
by averaging the embedding of multiple images containing only a
ingle instance of the desired [28] class. Inspired by these works,
e propose the following processing pipeline to extract the object

prototype exploiting the features of the SDM (see Fig. 1).

1. Image Encoding: The images are first encoded through the VAE
of the SDM.

2. U-Net feature extraction: The images are passed through the
diffusion U-Net backbone, and their internal representation is
extracted.

3. Feature Concatenation (Optional): Once the features are extracted,
they are bilinearly resized to match the highest spatial dimension
(height and width) across all selected layers. Features are then
concatenated along the channel dimension, resulting in a single
feature tensor that contains the information from all the chosen
layers.

4. Object feature masking: To isolate object-specific features, we
leverage the masks of the target segmentation instance masks as
in [55,56]. The target instance mask is scaled at the resolution
of the feature maps, and then we use the target instance mask to
select the object feature maps. Therefore, we can isolate specific
object instances within the feature space and create new filtered
feature maps with information only about the masked objects.

5. Prototype extraction: For each object instance in the feature space,
inspired by [56], we then compute the average of all its feature
components, yielding a prototype vector for each object.
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4.2. Collection of distance sets

Once the procedure in Section 4.1 is performed on the datasets, we
obtain a prototype representation of each object within the images.
To evaluate how much object semantics are preserved in the latent
space, inspired by [27], the prototype vectors are compared using the
escribed distance metrics in Section 3.2. More precisely, we consider
ifferent case studies (sets of distances), related to different pairs of

object instances.
Formally, a set is defined as 𝑆 = {𝐷(𝐼𝑖,𝑐 , 𝐽𝑗 ,𝑘)}, where 𝐼 an 𝐽 indicate

two different object instances, 𝑖 and 𝑗 are the images containing the
instances, 𝑐 and 𝑘 are the object classes, and 𝐷 is the distance used to
compare the two prototypes. The following sets of distances have been
defined.

Same class - same image (𝑆𝑠𝑐 𝑠𝑖). The set contains the comparison be-
ween instances belonging to the same class within the same image

𝑆scsi = {𝐷(𝐼𝑖,𝑐 , 𝐽𝑗 ,𝑘)|𝑖 = 𝑗 , 𝑐 = 𝑘} . (11)

Same class - different image (𝑆𝑠𝑐 𝑑 𝑖). In this set, each instance from an
image is compared with all other instances of the same class located in
different images

𝑆scdi = {𝐷(𝐼𝑖,𝑐 , 𝐽𝑗 ,𝑘)|𝑖 ≠ 𝑗 , 𝑐 = 𝑘} . (12)

Same instance - different image (𝑆𝑠𝑖𝑑 𝑖). In this set, an instance from an
image is compared with the same instance in different images

𝑆sidi = {𝐷(𝐼𝑖,𝑐 , 𝐽𝑗 ,𝑘)|𝐼 = 𝐽 , 𝑖 ≠ 𝑗 , 𝑐 = 𝑘} . (13)

Different class - same image (𝑆𝑑 𝑐 𝑠𝑖). The set contains the comparison
between instances of different classes within the same image

𝑆dcsi = {𝐷(𝐼𝑖,𝑐 , 𝐽𝑗 ,𝑘)|𝑖 = 𝑗 , 𝑐 ≠ 𝑘} . (14)

Different class - different image (𝑆𝑑 𝑐 𝑑 𝑖). In this set, each instance from
n image is compared with all instances of different classes in different
mages.

𝑆dcdi = {𝐷(𝐼𝑖,𝑐 , 𝐽𝑗 ,𝑘)|𝑖 ≠ 𝑗 , 𝑐 ≠ 𝑘} (15)

Fig. 2 presents an example of the prototype extraction procedure from
hree images.

Using prototypes a, b, c, d, e, and f (in Fig. 2), the four distance sets
re defined as follows:

𝑆scsi = {𝐷(𝑐 , 𝑑), 𝐷(𝑒, 𝑓 )},

𝑆scdi = {𝐷(𝑏, 𝑐), 𝐷(𝑏, 𝑑), 𝐷(𝑏, 𝑒), 𝐷(𝑏, 𝑓 ), 𝐷(𝑐 , 𝑒), 𝐷(𝑐 , 𝑓 )}

𝑆dcsi = {𝐷(𝑎, 𝑏)}

𝑆dcdi = {𝐷(𝑎, 𝑐), 𝐷(𝑎, 𝑑), 𝐷(𝑎, 𝑒), 𝐷(𝑎, 𝑓 )}

𝑆sidi = {𝐷(𝑐 , 𝑒), 𝐷(𝑑 , 𝑓 )}

5. Experimental setup

This section describes our experimental setup, in which we explore
the layers and conditions that better preserve the semantics of objects
n the latent space of a diffusion U-Net. If the multimodal space of SDM
eflected the semantic proximity of the objects, then objects belonging

to the same class should be closer than those from different classes.
In Section 5.1, we evaluate different distance measures to determine
the most effective one. In Section 5.2, we analyze features extracted at
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Fig. 2. Instance maps drive the feature extraction process. The objects in the image
are depicted by representing their class with colors (e.g. person in red and horse in
green) and their individual instances with symbols (e.g. #, △, □, ◇). This information,
provided by the instance segmentation label map, is used to extract a mask for each
object in the image. After resizing, this mask is used to filter the feature maps and
extract the object’s prototype ((a), (b), (c), (d), (e), (f)). Top: An image with two objects
of different classes. Middle: An image with two objects of the same class. Bottom:
Flipped version of the Middle image.

different depths of the diffusion U-Net to identify which layer (or com-
bination of layers) best retains semantic information. In Section 5.3, we
examine the impact of the number of diffusion time (inference) steps
on the extracted features. Additionally, in Section 5.4, we assess the
effect of various image transformations. Finally, Section 5.5 investi-
gates whether and how semantic information is maintained between
consecutive frames in a video. For all the experiments, we leverage
a publicly available implementation of SDM-v1.5.2 All the images are
resized to 512 × 512 before being input to the SDM.

5.1. Distance measure evaluation

In this experiment, we compare the distance measures introduced in
Section 3.2 to find the one that best reflects the semantic distance of the
objects. We generate the prototypes of all the objects in the Pascal-VOC
and COCO subsets. In this phase, we consider the layers in the encoder
and the decoder of the diffusion U-Net at the spatial resolutions of
64 × 64, 32 × 32, and 16 × 16. The features are picked from the SDM at the
last inference step (𝑡 = 0), i.e., the last denoising step. Thus, we obtain
four distance sets: Same Class - Same Image (𝑆scsi), Same Class - Different
Image (𝑆scdi), Different Class - Same Image (𝑆dcsi), and Different Class -
Different Image (𝑆dcdi). The distribution of the four sets is analyzed using
box plots and the 𝑝-value is used to evaluate the statistical significance
of the pairwise comparison between sets. Additionally, Dunn Index is
employed to analyze to measure the degree of separation between the
sets.

2 https://github.com/hkproj/pytorch-stable-diffusion.
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5.2. U-Net features analysis

To evaluate the role of different layers we exploit the 1000 images
from both Pascal-VOC and COCO and we extract the four distance sets
(𝑆scsi, 𝑆scdi, 𝑆dcsi and 𝑆dcdi) using the features extracted from different
combinations of layers of the diffusion U-Net. As in the previous phase,
the features are picked from the SDM at the last inference step (𝑡 =
0). Each set is characterized by the mean and standard deviation of
all the per-object comparisons: for instance, we calculate the per-
object distance in the Same Class - Same Image (𝑆𝑠𝑐 𝑠𝑖) setup for all the
images; once we collected all the distances, we calculate their mean and
standard deviation; finally, we perform pairwise comparisons between
sets to verify that the distances between different objects are higher
than the ones between the same object in different configurations. We
aim to find the layer that produces well-separated sets of features and
that reflects the semantic distance between objects. This translates into
having different instances of the same class (e.g., two different dogs)
closer than instances of different classes (e.g., a dog and a truck) in the
same image or in distinct images. When the semantic is preserved we
would observe the following relation between the sets:

𝑆̄𝑠𝑐 𝑠𝑖 < 𝑆̄𝑠𝑐 𝑑 𝑖 < 𝑆̄𝑑 𝑐 𝑠𝑖 < 𝑆̄𝑑 𝑐 𝑑 𝑖 (16)

where 𝑆̄ denotes the mean of all the distances in a given set. To verify
this desired trend, we analyze the distribution of the four sets using
box plots and we employ the Kruskal–Wallis test to assess whether the
results are statistically significant. Additionally, we also calculate the
Dunn Index, which quantifies the degree of separation between the sets.

5.3. Inference steps evaluation

Diffusion models differ from traditional generative models because
they generate images by learning to progressively remove noise. The
denoising process is performed within a U-Net for a number of time
steps 𝑇 (from 1 to 1000): thus, it may be crucial to evaluate the impact
of a different number of time steps on the internal representation of
a diffusion U-Net. We perform feature extraction on the Pascal-VOC
and COCO subsets at different denoising steps. The features are used to
compute the four sets of pairwise distances: 𝑆scsi, 𝑆scdi, 𝑆dcsi and 𝑆dcdi.
For each set of pairwise distances, we analyze the distribution using
box plots. As before, we want to confirm that the relation in Eq. (16)
is satisfied to evaluate the impact of noise on the features extracted
from the diffusion U-Net. Additionally, the 𝑝-value is also calculated to
evaluate the statistical significance of the distance sets.

5.4. Impact of image transformations

Diffusion models are trained on huge text–image datasets to create
a multimodal space where text and images coexist. The vast amount
of data enables them to deal with a large number of objects, while
data complexity allows them to generate images with objects in a
wide range of configurations. Hence, we wonder whether the learned
internal object representation of the U-Net within a diffusion model is
influenced by the following elementary transformations:

• Crop Padding – We crop the image around a specific object and
padded it to its original size, aiming to understand the influence
of context on the extracted features.

• Crop Resizing – Similar to the prior case, we trim around an en-
tity, bilinearly resizing to the initial dimensions. This experiment
examines the impact of changing the object scales on features.

• Crop Shift – We crop around an object and we randomly shift
the bounding box by 20%, 40%, and 60% of its size. The image
is cropped and padding is added to match the original image
size. We evaluate how progressive occlusion affects the extracted
features.

• Flip – The image is horizontally and vertically flipped.

https://github.com/hkproj/pytorch-stable-diffusion
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Fig. 3. Distance selection. Each box plot reports the distribution of the distances calculated on the following sets: Same Class - Same Image (𝑆𝑠𝑐 𝑠𝑖, red), Same Class - Different Image
(𝑆𝑠𝑐 𝑑 𝑖, blue), Different Class - Same Image (𝑆𝑑 𝑐 𝑠𝑖, green and Different Class - Different Image (𝑆𝑑 𝑐 𝑑 𝑖, yellow). The evaluation is separately performed on COCO (top) and Pascal-VOC
(bottom).
• Rotation – The image is rotated by 90◦, 180◦, and 270◦.

We apply these transformations to images from the Pascal-VOC and
COCO datasets. To investigate the influence on object representation,
we compare the features extracted from an image before and after
applying a transformation. This produces three sets of distances: 𝑆scsi,
𝑆dcsi and 𝑆sidi. If the transformations did not affect the internal repre-
sentation of the features, we would obtain a very low value for 𝑆̄sidi,
which represents the mean distances between instances of the same
object before and after the transformation. In this scenario, the desired
outcome is for 𝑆̄sidi to be smaller than the others, as in the following
relation:

𝑆̄𝑠𝑖𝑑 𝑖 < 𝑆̄𝑠𝑐 𝑠𝑖 < 𝑆̄𝑑 𝑐 𝑠𝑖 (17)

We analyze the distribution of each set using box plots to evaluate the
impact of the transformations on semantic similarity. The statistical sig-
nificance of the distance sets is determined by computing the relevant
p-values.

5.5. Object’s features in subsequent video frames

In this study, we explore if semantic information about an object
remains consistent across subsequent frames in a video. We use videos
from the DAVIS dataset containing instances of person class. The fea-
tures are extracted from a reference frame and from subsequent frames
at offsets 1, 2, 3, 4, 5, 10, 20, 30, and 40. For each offset, we calculated
two sets of distances: 𝑆scdi, 𝑆sidi capturing the differences between the
features of the reference frame and the features of subsequent frames.
Additionally, we compute the 𝑆scsi set, which compares features within
a single frame. For each set, we analyze the distribution of the four
sets using the box plots, and the 𝑝-value is used to evaluate semantic
consistency across distant frames.

6. Results

The results of the comparison between different distance mea-
sures are presented in Section 6.1. In Section 6.2, we conduct an
ablation study to investigate whether the U-Net layers within the
SDM effectively preserve semantic information. Section 6.3 evaluates
the influence of using different inference steps on the SDM latent
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space. Finally, Section 6.4 presents the results of applying different
image transformations, while Section 6.5 details the analysis of features
extracted from different video frames.

6.1. Distance measure evaluation

Following the experimental setup described in Section 5.1, we cal-
culate the four sets of distances (𝑆𝑠𝑐 𝑠𝑖, 𝑆𝑠𝑐 𝑑 𝑖, 𝑆𝑑 𝑐 𝑠𝑖 and 𝑆𝑑 𝑐 𝑑 𝑖). Our goal
is to identify the distance measure that best separates features between
classes (𝑆𝑠𝑐 𝑠𝑖 vs. 𝑆𝑑 𝑐 𝑠𝑖, 𝑆𝑠𝑐 𝑠𝑖 vs. 𝑆𝑑 𝑐 𝑑 𝑖, 𝑆𝑠𝑐 𝑑 𝑖 vs. 𝑆𝑑 𝑐 𝑠𝑖, 𝑆𝑠𝑐 𝑑 𝑖 vs. 𝑆𝑑 𝑐 𝑑 𝑖 and
𝑆𝑑 𝑐 𝑠𝑖 vs. 𝑆𝑑 𝑐 𝑑 𝑖) while minimizing the distances related to the same class
(𝑆𝑠𝑐 𝑠𝑖 vs. 𝑆𝑠𝑐 𝑑 𝑖). In Fig. 3 the box plots of the distribution of the four sets
using different distance measures are presented. As we can observe, all
the measures produce a similar separation between the sets. However,
the correlation and cosine distances appear to better differentiate the
𝑆𝑠𝑐 𝑠𝑖 and the 𝑆𝑑 𝑐 𝑑 𝑖 sets. This is further confirmed by the Dunn index
reported in Table 1 where the correlation distance consistently leads
to a higher value in most cases. While other metrics may occasionally
outperform it by a small margin, the correlation distance generally
achieves comparable performance (the p-values confirm the statisti-
cal significance of these results). We, therefore, chose the correlation
distance as the evaluation metric from now on. In Table S.1 of the
supplementary material we also report the numerical values of the
mean and the standard deviation of four sets of distances.

6.2. U-Net features analysis

Features extracted from different layers are compared employing
the experimental setup described in Section 5.2: we compare different
spatial resolutions from the encoder and the decoder, and from specific
layers. We discuss the results for each case study in the following.

Selection of the spatial resolution. To find the most convenient diffusion
U-Net layer(s) for feature extraction in terms of semantics preservation,
we compare features at different spatial resolutions (16 × 16, 32 × 32,
64 × 64), within both the encoder and decoder. In particular, we
perform feature extraction from the following (combination of) layers:
64 + 32 + 16, 64, 32, and 16. Notice that, if more than a resolution
is employed (e.g., in 64 + 32 + 16), we concatenate the features at
different resolutions along the channel dimension. The box plots in
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Table 1
Distance comparison. Dunn Index and p-value comparison between distance sets using the two datasets subsets.

Sets Metric Pascal-VOC COCO 2017

𝐷euc 𝐷cor 𝐷man 𝐷cos 𝐷euc 𝐷cor 𝐷man 𝐷cos

𝑆𝑠𝑐 𝑠𝑖 vs. 𝑆𝑠𝑐 𝑑 𝑖 p-value 3.1 × 10−32 1.3 × 10−33 𝟏.𝟐 × 𝟏𝟎−𝟑𝟖 3.7 × 10−33 1.4 × 10−45 𝟐.𝟑 × 𝟏𝟎−𝟓𝟑 9.6 × 10−51 2.3 × 10−52
Dunn Index 0.30312 0.33343 0.41411 0.33027 0.35941 0.50012 0.39991 0.49589

𝑆𝑠𝑐 𝑠𝑖 vs. 𝑆𝑑 𝑐 𝑠𝑖 p-value 1.3 × 10−20 9.2 × 10−22 𝟐.𝟐 × 𝟏𝟎−𝟐𝟑 9.5 × 10−22 5.6 × 10−17 4.0 × 10−21 7.0 × 10−20 𝟒.𝟓 × 𝟏𝟎−𝟐𝟏

Dunn Index 0.65856 0.80092 0.80684 0.78081 0.37309 0.59327 0.42288 0.59863

𝑆𝑠𝑐 𝑠𝑖 vs. 𝑆𝑑 𝑐 𝑑 𝑖 p-value 1.9 × 10−52 𝟐.𝟎 × 𝟏𝟎−𝟓𝟒 4.4 × 10−54 3.3 × 10−54 2.3 × 10−60 𝟐.𝟖 × 𝟏𝟎−𝟕𝟎 1.6 × 10−64 7.4 × 10−70
Dunn Index 0.60352 0.79657 0.66042 0.79998 0.48857 0.67989 0.56369 0.67637

𝑆𝑠𝑐 𝑑 𝑖 vs. 𝑆𝑑 𝑐 𝑠𝑖 p-value 0.02742 0.00028 0.01164 0.00012 0.00516 0.00195 0.01620 0.00816
Dunn Index 0.04510 0.08312 0.06120 0.08946 0.07081 0.08545 0.05874 0.07451

𝑆𝑠𝑐 𝑑 𝑖 vs. 𝑆𝑑 𝑐 𝑑 𝑖 p-value 0 0 0 0 0 0 0 0
Dunn Index 0.23696 0.29406 0.27972 0.29364 0.11407 0.19403 0.13810 0.19816

𝑆𝑑 𝑐 𝑠𝑖 vs. 𝑆𝑑 𝑐 𝑑 𝑖 p-value 9.1 × 10−18 1.5 × 10−18 1.0 × 10−19 𝟐.𝟎 × 𝟏𝟎−𝟏𝟕 3.8 × 10−15 𝟓.𝟒 × 𝟏𝟎−𝟐𝟕 5.6 × 10−16 1.4 × 10−25
Dunn Index 0.21439 0.26777 0.22345 0.26179 0.19077 0.27705 0.20624 0.27002
Fig. 4. Semantics preservation at different spatial resolutions of the diffusion U-Net. Each box plot reports the distribution of the distances calculated on the following sets: Same
Class - Same Image (𝑆𝑠𝑐 𝑠𝑖, red), Same Class - Different Image (𝑆𝑠𝑐 𝑑 𝑖, blue), Different Class - Same Image (𝑆𝑑 𝑐 𝑠𝑖, green and Different Class - Different Image (𝑆𝑑 𝑐 𝑑 𝑖, yellow). The evaluation
is separately performed on COCO (top) and Pascal-VOC (bottom).
Fig. 4 summarize the distribution of the four sets of distances (𝑆𝑠𝑐 𝑠𝑖,
𝑆𝑠𝑐 𝑑 𝑖, 𝑆𝑑 𝑐 𝑠𝑖 and 𝑆𝑑 𝑐 𝑑 𝑖) on Pascal-VOC and COCO. In the supplementary
material, the corresponding numerical values are reported in Table
S.2 and the statistical significance of the distributions is given by the
p-values in Table S.3.

In the Pascal-VOC dataset, we observe that the desired trend (de-
scribed in Eq. (16)) is respected by the features extracted from all the
layers. However, the features extracted from COCO do not allow to
distinguish between objects of the same class in different images and
objects of different classes in the same image: for instance, we may not
be able to distinguish a dog from a truck in the same image (green
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boxes in Fig. 4), or two dogs in different images (blue boxes in Fig. 4).
This could suggest that the features extracted from these layers are
influenced also by the context of an image bringing the representation
of objects of different classes closer. A possible explanation for this
behavior may lay in the fact that (a) COCO is a more complex dataset
(the scene usually contains many objects with smaller dimensions) than
Pascal-VOC and (b) internal representation may be influenced by the
context.

However, 16 × 16 layers exhibit the best separation ability on Pascal-
VOC and the lowest difference between 𝑆̄ and 𝑆̄ in the COCO
𝑠𝑐 𝑑 𝑖 𝑑 𝑐 𝑠𝑖
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Fig. 5. Semantics preservation in the encoder and the decoder of the diffusion U-Net.
Each box plot reports the distribution of the distances calculated on the following sets:
Same Class - Same Image (𝑆𝑠𝑐 𝑠𝑖, red), Same Class - Different Image (𝑆𝑠𝑐 𝑑 𝑖, blue), Different
Class - Same Image (𝑆𝑑 𝑐 𝑠𝑖, green and Different Class - Different Image (𝑆𝑑 𝑐 𝑑 𝑖, yellow). The
evaluation is separately performed on COCO (top) and Pascal-VOC (bottom).

dataset. This finding encourages us to delve deeper into the analysis of
these specific layers.

Encoder features vs. Decoder features. The diffusion U-Net is composed
of an Encoder and a Decoder. The Encoder reduces the image resolution
while increasing the number of features; the Decoder then restores
the features to the original image resolution. The layers at resolution
16 × 16 are analyzed by collecting features from the Encoder and the
Decoder separately. Fig. 5 shows the distribution of the distances within
each set (𝑆𝑠𝑐 𝑠𝑖, 𝑆𝑠𝑐 𝑑 𝑖, 𝑆𝑑 𝑐 𝑠𝑖 and 𝑆𝑑 𝑐 𝑑 𝑖). Interestingly, the layers of the
Encoder at resolution 16 × 16 seem to better express object semantics:
in both Pascal-VOC and COCO datasets we observe the desired trend
of Eq. (16). In Table S.4 of the supplementary material, we report
the corresponding mean and standard deviation of the distances in
the four sets (𝑆𝑠𝑐 𝑠𝑖, 𝑆𝑠𝑐 𝑑 𝑖, 𝑆𝑑 𝑐 𝑠𝑖 and 𝑆𝑑 𝑐 𝑑 𝑖). To assess the statistical
significance of the distributions we also compute the pairwise p-values
(Table S.5 in the supplementary material). Since diffusion U-Net has
two encoder layers at resolution 16 × 16, we continue our analysis
further to determine the extent to which each layer contributes to
semantic preservation.

Single encoder layer evaluation. We focus on the features collected from
the 1st Layer and the 2nd Layer of the encoder having a spatial
resolution of 16 × 16, separately. In Fig. 6 we plot the distribution of
the distances within each set (𝑆𝑠𝑐 𝑠𝑖, 𝑆𝑠𝑐 𝑑 𝑖, 𝑆𝑑 𝑐 𝑠𝑖 and 𝑆𝑑 𝑐 𝑑 𝑖). Our analysis
of the 16 × 16 encoder layers reveals a significant difference between
the features extracted from the first and second layers. The first layer
reliably captures the desired trend in the data (Eq. (16)). Notably,
the gap between the distances of objects belonging to different classes
in the same image (𝑆̄𝑑 𝑐 𝑠𝑖) and objects of different classes in different
images (𝑆̄𝑑 𝑐 𝑑 𝑖) is smaller than the distances of objects of the same class
in different images (𝑆̄𝑠𝑐 𝑑 𝑖). For instance, the distribution of cat and dog
in the same image is closer to the distribution of cat and dog in different
images than to the distribution of cats in different images. Additionally,
𝑆𝑠𝑐 𝑠𝑖 and 𝑆𝑠𝑐 𝑑 𝑖 are closer than using all the Encoder features, i.e. intra-
class similarity is better preserved. In the supplementary material, we
report the mean and the standard deviation of each set in each setup
(Table S.4) and also the p-values and the Dunn Indexes (Table S.7).
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Fig. 6. Semantics preservation in the 1st and 2nd layer of the diffusion U-Net at
resolution 𝟏𝟔× 𝟏𝟔. Each box plot reports the distribution of the distances calculated on
the following sets: Same Class - Same Image (𝑆𝑠𝑐 𝑠𝑖, red), Same Class - Different Image
(𝑆𝑠𝑐 𝑑 𝑖, blue), Different Class - Same Image (𝑆𝑑 𝑐 𝑠𝑖, green and Different Class - Different
Image (𝑆𝑑 𝑐 𝑑 𝑖, yellow).

Using the first layer we not only obtain statistically significant p-
values (𝑝 < 0.05) for all the compared subsets, but also the Dunn
Index shows a clear separation between sets of features corresponding
to different classes.

The second layer, on the other hand, barely respects the desired
trend (Eq. (16)) on the COCO dataset. Indeed, using the second layer we
obtain a non-significant 𝑝-value (0.36489) for the comparison between
objects of the same class in different images and objects of different
classes in the same image (𝑆𝑠𝑐 𝑑 𝑖 vs. 𝑆𝑑 𝑐 𝑠𝑖) also in terms of the corre-
sponding Dunn Index (𝑆𝑠𝑐 𝑑 𝑖 vs. 𝑆𝑑 𝑐 𝑠𝑖 returns 0.01823 for the second
layer and 0.14350 for the first layer). This indicates that the features
extracted from the second layer do not allow to distinguish objects of
the same class from objects of different classes.

6.3. Impact of inference steps

Following the procedure in Section 5.3, we investigate if and how
the number of inference steps of the diffusion U-Net affects its features
representation. To this aim, we extract the 16 × 16 features from the first
layer of the encoder given a different number of inference steps (1, 50,
100, 200, 300, 400, and 500). The expected result is that after a certain
number of inference steps the features cannot retain the semantics
and Eq. (16) does not hold anymore.

Fig. 7 plots the distribution of the four sets of distances: 𝑆𝑠𝑐 𝑠𝑖,
𝑆𝑠𝑐 𝑑 𝑖, 𝑆𝑑 𝑐 𝑠𝑖, 𝑆𝑑 𝑐 𝑑 𝑖. As expected, adding even a small amount of noise
(𝑡 = 50) to the image results in corrupted features. In the supplementary
material, we report the mean and the standard deviation of each set
at different inference steps (Table S.8) and the corresponding p-values
(Table S.9).

6.4. Impact of image transformations

To investigate the impact of image transformation on the diffusion
features, we employed the experimental setup detailed in Section 5.4,
extracting the feature from the first encoder layer at resolution 16 × 16.
For each transformation, we compute the distances between objects of



S. Bonechi et al. Neurocomputing 614 (2025) 128846 
Fig. 7. Semantics preservation at different inference steps. Each box plot reports the distribution of the distances calculated on the following sets: Same Class - Same Image (𝑆𝑠𝑐 𝑠𝑖,
red), Same Class - Different Image (𝑆𝑠𝑐 𝑑 𝑖, blue), Different Class - Same Image (𝑆𝑑 𝑐 𝑠𝑖, green and Different Class - Different Image (𝑆𝑑 𝑐 𝑑 𝑖, yellow). The evaluation is separately performed
on COCO (top) and Pascal-VOC (bottom).
Fig. 8. Semantics preservation after various image transformations. Each box plot reports the distribution of the distances calculated on the following sets: Same Class - Same Image
(𝑆𝑠𝑐 𝑠𝑖, red), Different Class - Same Image (𝑆𝑑 𝑐 𝑠𝑖, blue), Same Instance - Different Image (𝑆𝑠𝑖𝑑 𝑖, green). The evaluation is separately performed on COCO (top) and Pascal-VOC (bottom).
the same class from the same image and from different images (𝑆𝑠𝑐 𝑠𝑖,
𝑆𝑠𝑐 𝑑 𝑖). Moreover, we assess the impact of simple image transformations
on the features of a given object. To do this, we compute the sub-
set 𝑆𝑠𝑖𝑑 𝑖, which contains the distances between the same instance in
different images (the original image and its transformed version). To
evaluate if the trend in Eq. (17) is respected after the transformations
we use the box plots of the distribution of the three subsets in Fig. 8.

The higher mean values of the blue boxes suggest that, for all the
types of transformations, it is always possible to distinguish objects of
one class from the other classes.

However, not all transformations are capable of maintaining feature
representations that can distinguish the same instance of an object
10 
from other objects of the same class. In particular, for each single
transformation, we can make the following observations.

• Image Crop – When cropping (Crop Padding) an image, an in-
stance of a class remains barely distinguishable from other in-
stances of the same class within the same image.

• Image Resizing – When scaling an image (Crop Resizing), the av-
erage distance between the same instance and different instances
of the same class becomes almost indistinguishable making it
difficult to recognize features extracted from the same instance
of an object.

• Image Occlusion (Crop Shift) – As expected, occlusion affects the
ability to recognize objects of the same instance as the percentage
of occlusion increases.
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Fig. 9. Features distances across subsequent video frames Trend of the means and the standard deviations of the distance between objects in subsequent frames. Same Instance -
Different Image (𝑆𝑠𝑖𝑑 𝑖, red), and Same Class - Different Image (𝑆𝑠𝑐 𝑑 𝑖, blue).
Fig. 10. Example of distances computed on different frames. In green the correlation distances between the same instance of a person in various frames of the video. In blue the
distances between other people in the same video over multiple frames.
• Image Flip (Horizontal/Vertical) – Both Horizontal and Vertical
flipping do not guarantee preservation of the representation. Al-
though the means are distinct, the box plot shows a significant
overlap between the distributions.

• Image Rotation – Rotating the image at 90◦, 180◦, and 270◦,
results in a loss of the ability to recognize the same instance of
an object.

In the supplementary material, we report the mean and the standard
deviation of each set at different inference steps (Table S.10) and the
corresponding p-values (Table S.11).

6.5. Object’s features in subsequent video frames

We have observed that, under various conditions and setups, the
extracted features effectively retain semantic information. Now, we aim
to investigate what happens when using a set of related but distinct
images, such as those in a video. In our experiment, we keep a frame
as a reference, and we measure the distances between object instances
in the latent space over a range of +1 to +40 frames. In Fig. 9, it can be
11 
observed that the distance between different objects of the same class
remains almost constant and it is not affected by the offset. Indeed,
the mean value of 𝑆𝑠𝑐 𝑑 𝑖 (blue line) is close to the distance computed in
the same image (𝑆̄𝑠𝑐 𝑠𝑖 = 0.58). Instead, the distance between individual
instances of the same object increases over successive frames (red line).
This phenomenon could also be linked to the results obtained using
transformations. In fact, after several frames, an object can undergo
occlusions or configuration changes (e.g., an object moving away from
the camera appears at a smaller scale in the image), which we have
demonstrated are types of transformations that gradually modify the in-
ternal representation of an object. Quantitative results and the p-values
are reported in Table S.12 and in Table S.13, respectively.

In Fig. 10 we also report an example of distances calculated using
the proposed method between a person (in green) and the people in
the scene (comprising the same person) after several frames (+1, +5
and +10 frames). As we can observe, the distance between the same
person is consistently smaller than the others. This result suggests
that instances of the same object, if the configuration changes are
not excessive, maintain their internal representation within several
frames in the same video. This opens up new research opportunities
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in tasks that go beyond generation, such as video surveillance, object
re-identification, and tracking.

6.6. Discussion

Our experiments suggest that the first encoder layer at a resolution
f 16 × 16 effectively preserves semantic information, demonstrating
onsistent results. We further explore how different numbers of in-

ference steps and various transformations impact the internal feature
epresentation of the diffusion U-Net. Our findings reveal that, while
he first layer captures discriminative features, increasing the number
f inference steps and applying transformations can hinder the model’s

ability to consistently recognize the same object instance.
For classification tasks, based on our results, we observe that even

ith substantial changes to the image (e.g., context or object appear-
nce), the nature of the features remains preserved, and the classes re-
ain distinguishable. However, when using the internal representation

or instance-based tasks, such as identifying an object across successive
rames, the object representation is preserved only for non-substantial
ransformations.

7. Conclusion

SDMs demonstrate surprising generalization capabilities, enabling
their application to tasks beyond the image generation for which they

ere originally trained. Numerous studies have employed these models
or downstream tasks in zero-shot setups. This raises the need for

a deeper understanding of their internal properties to optimize their
performance without retraining. This paper presents a novel approach
to investigate the properties of Stable Diffusion’s internal represen-
ations. We leverage the model’s ability to maintain locality in its
nternal features, which allows generating prototypes for objects in
 scene based on their corresponding segmentation masks. We then

compare these prototypes by calculating their distances within the
diffusion U-Net feature space. By examining various network layers,
we aim to pinpoint those that best maintain object semantics. Ideally,
objects with similar semantics should have distances in the feature
space that are proportional to their similarity. Our experiments suggest
that the first encoder layer at resolution 16 × 16 effectively preserves
semantic information. Furthermore, we investigate if and how different
amounts of inference steps and various kinds of transformations affect
the internal feature representation of the diffusion U-Net. We show that
increasing the number of inference steps (i.e., adding more noise) and
applying various transformations to objects (e.g., resizing and rotating
the images) adversely impact the preservation of the internal object
representation. These results could open new research opportunities in
using SDMs in tasks beyond image generation such as image segmen-
tation and object recognition using zero-shot or few-shot approaches.
Finally, we observe that the internal representation of an object remains
consistent across several frames in the same video, provided the con-
figuration changes are not excessive. This result provides an insightful
indication that SDMs can be effectively used for tasks such as object
re-identification, tracking, and video surveillance.
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