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1. Introduction

In this paper, we study well-posedness and stability for the following degen-
erate problems with time delay and nonlinear source:

ytt(t, x)−Aiy(t, x) + k(t)BB∗yt(t− τ, x) = f(y(t, x)), (t, x) ∈ Q

y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ (0, 1),

Biy(t, 0) = 0, t > 0,

Ciy(t, 1) = 0, t > 0,

B∗yt(s, x) = g(s), s ∈ [−τ, 0],

(1.1)

i = 1, 2, 3, 4. Here Q := (0,+∞) × (0, 1), Biy(t, 0) = 0 and Ciy(t, 1) = 0
are suitable boundary conditions related to the operators Ai, i = 1, 2, 3, 4. In
particular,

Aiy :=


−a(x)yxxxx(t, x), i = 1,

−(ayxx)xx(t, x), i = 2,

a(x)yxx(t, x), i = 3,

(ayx)x(t, x), i = 4,

Biy(t, 0) :=



y(t, 0) = yx(t, 0) = 0, i = 1,

y(t, 0) =

{
yx(t, 0) = 0, if a is (WD),

(ayxx)(t, 0) = 0, if a is (SD),
i = 2,

y(t, 0) = 0, i = 3,{
y(t, 0) = 0, if a is (WD),

limx→0(ayx)(t, x) = 0, if a is (SD),
i = 4

and

Ciy(t, 1) :=



{
βy(t, 1)− yxxx(t, 1) + yt(t, 1) = 0,

γyx(t, 1) + yxx(t, 1) + ytx(t, 1) = 0,
i = 1,{

βy(t, 1)− (ayxx)x(t, 1) + yt(t, 1) = 0,

γyx(t, 1) + (ayxx)(t, 1) + ytx(t, 1) = 0,
i = 2,

βy(t, 1) + yx(t, 1) + yt(t, 1) = 0, i = 3, 4.

The bounded linear operator B that appears in (1.1) is defined on a real Hilbert
space with adjoint B∗ and f is a nonlinear function satisfying suitable hypothe-
ses that will be specified in the next sections. Moreover, τ > 0 is the time delay,
β and γ are nonnegative constants, y0, y1, g are initial data given in suitable
spaces, the damping coefficient k belongs to L1

loc([−τ,+∞)) and satisfies∫ t

t−τ

|k(s)|ds ≤ Λ, ∀ t ≥ 0,

for some Λ > 0. The main feature in these problems is that the coefficient
a is a positive function that degenerates at x = 0 according to the following
definitions:

2



Definition 1.1. A real function g is weakly degenerate at 0, (WD) for short, if
g ∈ C[0, 1] ∩ C1(0, 1], g(0) = 0, g > 0 on (0, 1] and if

K := sup
x∈(0,1]

x|g′(x)|
g(x)

, (1.2)

then K ∈ (0, 1).

Definition 1.2. A real function g is strongly degenerate at 0, (SD) for short,
if g ∈ C1[0, 1], g(0) = 0, g > 0 on (0, 1] and in (1.2) we have K ∈ [1, 2).

As a consequence, classical methods cannot be used directly to study such
problems and a different approach is needed.

Degenerate differential equations similar to (1.1) have attracted a lot of at-
tention during the last decades, mainly because they allow us to give accurate
descriptions of several complex phenomena in numerous fields of science, espe-
cially in biology and engineering. Indeed, some interdisciplinary applications
can be described by degenerate equations which provide an excellent instru-
ment for the description of the properties of different processes. For parabolic
degenerate problems the pioneering papers are [2], [16], [17], [18], [26], [36], [37]
(see also [27] and the references therein); for hyperbolic degenerate problems
the most important paper is [4] (see also the arxiv version of 2015), where a
general degenerate function is considered (see also [29], [58], and the references
mentioned within), and [9] for the non divergence case (see also [28]). On the
other hand, for degenerate beam problems the first results can be found in [13],
[14] and [15]. However, it is important to underline that in all the previous
papers there is not a delay term and the equations are linear, except for [17]
where there is a semilinear term.

Indeed, it is well known that time delay effects always exist in real systems,
which may be caused, e.g., by computation of control forces. Time delay arises
in many biological and physical applications and leads to a subclass of differen-
tial equations in which the derivative of the unknown function at a certain time
is given in terms of the values of the function at previous times, i.e. delay dif-
ferential equations. Since time delay may destroy stability (see [21], [22]), even
if it is small, the stabilization problem of equations with delay terms becomes
a very important topic.

More physical justifications together with some mathematical results on well-
posedness and stability of solutions for this kind of equations are discussed, e.g.,
in [25], [39], for wave equations, and in [24], [30], [44], [50], [52] (see also the
references therein) for beam equations.

Here, we apply to the degenerate case a powerful tool introduced in [40] and
then generalized in [31], to analyze a class of abstract evolution equations in the
presence of a time delay when the related undelayed system is uniformly expo-
nentially stable. Such techniques have then been refined to deal with semilinear
equations with time dely [42] (cf. [49] for the case of time variable time delay).

Indeed, a common feature in many delayed equations coming from applica-
tions is the presence of a nonlinear term. There are a lot of papers dealing with
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second or fourth-order hyperbolic equations with suitable nonlinear sources. For
example, referring to second-order problems, in [25], [42] and [49] the authors
study the stability of solutions for some abstract wave equations incorporat-
ing a nonlinear term of gradient type satisfying a local Lipschitz condition. In
concrete applications, such as the theory of elasticity and viscoelasticity, this
nonlinear term gives rise to a nonlinear source term (see, e.g., [3] and [8], [35]
where some decay estimates are proved). If we keep in mind the fourth order
case, then we can consider, for example, [55] where the authors consider the
nonlinear extensible beam equation

ytt +∆2y −M(∥∇y∥2L2(Ω))∆y −∆yt + |yt|m−1yt = |y|p−1y in Ω× (0, T ) (1.3)

in order to study the evolution of the transverse deflection of an extensible beam
derived from the connection mechanics. In (1.3) Ω is a bounded domain of RN ,
N > 1, with smooth boundary ∂Ω, m ≥ 1, M(s) := 1 + βsγ , γ ≥ 0, s ≥ 0
and β, γ, p satisfy suitable hypotheses. The terms appearing in the previous
equation possess a precise physical meaning; more precisely, the nonlinear term
M(∥∇y∥2L2(Ω))∆y represents the extensibility effects on the beam, the dissi-

pative terms ∆yt and |yt|m−1yt represent the friction force and the nonlinear
source term |y|p−1y represents the external load distribution. Another example
is given in [32], where the authors make specific assumptions on the generalized
source term f(y); in particular, f is of class C1, f(0) = f ′(0) = 0, f(y) is mono-
tone and convex for y > 0, concave for y < 0 and it satisfies suitable estimates
together with F (y) =

∫ y

0
f(s)ds. In this perspective other important contribu-

tions on nonlinear beam equations with source terms are given in [20], [34], [38],
[54], [56] and in [6], where a logarithmic nonlinearity source in the right-hand
side of the equation is considered. We recall also [7], where the authors give suf-
ficient conditions for the non-existence of smooth solutions with negative initial
energy, [43], where existence, uniqueness, and uniform convergence of solutions
are addressed, and [57], where the authors show that the local solutions blow
up in a finite time with positive subcritical initial energy improving the results
obtained in [41].

Well posedness and stability analysis for beam problems with nonlinear
source terms are treated employing different techniques. This is the case of
[1], where existence and uniqueness of weak solutions to a nonlinear beam equa-
tion are established under relaxed assumptions (locally Lipschitz plus affine
domination) on the nonlinearity. In [19] the authors use a fixed point method
and a continuity argument to establish global existence and asymptotic stability
for a beam problem with nonlinear source term (see also [23], [47], [48], [53]).
In [35] the authors focus the attention on a second order non-autonomous hy-
perbolic equation in an abstract Hilbert space and apply the obtained results
to Neumann or Dirichlet problems for non-autonomous, semilinear wave equa-
tions. More precisely, they consider two concrete models in a bounded domain
Ω ⊂ RN , N ∈ N: the first one is concerned with a nonlinear source term of
the type |y(t, x)|py(t, x), where p > 0 is a positive exponent, with no further
restrictions if N = 1, 2, and p ≤ 2

N−2 if N ≥ 3; in the second application they
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discuss an integro-differential wave equation with a nonlinearity of the form
(
∫
Ω
|y(t, x)|2dx)

p
2 y(t, x), p ≥ 1. Finally, in [33] the authors consider more gen-

eral nonlinear source terms giving vacuum isolating phenomena of the solution
and extending at the same time the results of [23].

However, in all the previous papers the studied equations are always non
degenerate, in the sense that they do not take into account a leading fourth
order (or a second order) operator affected by a coefficient which degenerates
somewhere in the space domain (according to the definitions given above).

To our best knowledge, the case of degenerate wave or beam type equations
with delay and suitable nonlinearities is never considered in literature. For this
reason, the aim of this work is to fill this gap; thus this is the first paper where
well posedness and stability for a degenerate wave or beam equation with time
delay and nonlinear source terms are studied. Our arguments extend to the
new functional setting the method introduced in [42] to deal with semilinear
wave-type equations with viscoelastic damping and delay feedback. Here, the
presence of the degeneracy requires a more careful analysis in the technical
preliminary lemmas (see Lemma 3.1 and Proposition 3.2 below). Furthermore,
an appropriate energy has to be defined in order to deal with the degeneracy,
the delay feedback and the boundary conditions. However, with respect to [42]
we give a simpler proof by shortening some step by step procedure (cf. [49] for
the time-dependent time delay case).

The paper is organized as follows. In Section 2 we recall some useful results
on the linear undelayed equation governed by a fourth order degenerate oper-
ator in non divergence form. Thanks to these results, in Section 3 we deduce
well posedness and stability for the delayed nonlinear problem writing it in an
abstract way and using the Duhamel formula. In Section 4 some illustrative
examples are given. Finally, in Section 5 we extend the results obtained in
Section 3 to problems governed by a degenerate fourth order operator in diver-
gence form or by a degenerate second order operator in divergence or in non
divergence form.

2. The linear undelayed problem

In this section we consider the undelayed problem

ytt(t, x) + a(x)yxxxx(t, x) = 0, (t, x) ∈ Q,

y(t, 0) = 0, yx(t, 0) = 0, t > 0,

βy(t, 1)− yxxx(t, 1) + yt(t, 1) = 0, t > 0,

γyx(t, 1) + yxx(t, 1) + ytx(t, 1) = 0, t > 0,

y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ (0, 1),

(2.1)

where Q := (0,+∞) × (0, 1) and β, γ ≥ 0. In particular, following [14], we
present some functional spaces and some results crucial for the following.
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As in [10], [11], [12] or [13], let us consider the following weighted Hilbert
spaces with the related inner products:

L2
1
a
(0, 1) :=

{
u ∈ L2(0, 1) :

∫ 1

0

u2

a
dx < +∞

}
,

⟨u, v⟩L2
1
a

(0,1) :=

∫ 1

0

uv

a
dx,

for every u, v ∈ L2
1
a

(0, 1), and

Hi
1
a
(0, 1) := L2

1
a
(0, 1) ∩Hi(0, 1),

⟨u, v⟩Hi
1
a

(0,1) := ⟨u, v⟩L2
1
a

(0,1) +

i∑
k=1

⟨u(k), v(k)⟩L2(0,1),

for every u, v ∈ Hi
1
a

(0, 1), i = 1, 2. Obviously, the previous inner products

induce the related respective norms

∥u∥2L2
1
a

(0,1) :=

∫ 1

0

u2

a
dx, ∀u ∈ L2

1
a
(0, 1)

and

∥u∥2Hi
1
a

(0,1) := ∥u∥2L2
1
a

(0,1) +

i∑
k=1

∥u(k)∥2L2(0,1), ∀u ∈ Hi
1
a
(0, 1),

i = 1, 2. Observe that ∥ · ∥H2
1
a

(0,1) is equivalent to ∥ · ∥2 in H2
1
a

(0, 1), where

∥u∥22 := ∥u∥2L2
1
a

(0,1) + ∥u′′∥2L2(0,1),

for all u ∈ H2
1
a

(0, 1) (see, e.g., [12]). In addition to the previous Hilbert spaces,

we introduce the following ones:

H1
1
a ,0(0, 1) :=

{
u ∈ H1

1
a
(0, 1) : u(0) = 0

}
,

H2
1
a ,0(0, 1) :=

{
u ∈ H1

1
a ,0(0, 1) ∩H

2(0, 1) : u′(0) = 0

}
,

with norms ∥ · ∥Hi
1
a

(0,1), i = 1, 2. Assuming that a is (WD) or (SD), one can

prove that ∥ · ∥H2
1
a

(0,1) and ∥ · ∥2 are equivalent to the next one

∥u∥2,∼ := ∥u′′∥L2(0,1), ∀u ∈ H2
1
a ,0(0, 1), (2.2)
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(see [14]). Indeed, as proved in [14, Proposition 2.1],

∥u∥22 ≤ (4CHP + 1)∥u∥22,∼, ∀ u ∈ H2
1
a ,0(0, 1), (2.3)

where CHP is the best constant of the Hardy-Poincaré inequality introduced in
[16, Proposition 2.6]. Finally, we introduce the last important Hilbert space:

H0 := H2
1
a ,0(0, 1)× L2

1
a
(0, 1),

endowed with inner product

⟨(u, v), (ũ, ṽ)⟩H0 :=

∫ 1

0

u′′ũ′′dx+

∫ 1

0

vṽ

a
dx+ βu(1)ũ(1) + γu′(1)ũ′(1)

and with norm

∥(u, v)∥2H0
:=

∫ 1

0

(u′′)2dx+

∫ 1

0

v2

a
dx+ βu2(1) + γ(u′(1))2

for every (u, v), (ũ, ṽ) ∈ H0. On H0 we can define the matrix operator And :
D(And) ⊂ H0 → H0 given by

And :=

(
0 Id

−And 0

)
(2.4)

with domain

D(And) := {(u, v) ∈ D(And)×H2
1
a ,0(0, 1) :βu(1)− u′′′(1) + v(1) = 0,

γu′(1) + u′′(1) + v′(1) = 0},

where

Andu := au′′′′ for all u ∈ D(And) :=
{
u ∈ H2

1
a ,0(0, 1) : au

′′′′ ∈ L2
1
a
(0, 1)

}
.

Using the previous spaces, one can prove the following Gauss Green formula∫ 1

0

u′′′′vdx = u′′′(1)v(1)− u′′(1)v′(1) +

∫ 1

0

u′′v′′dx (2.5)

for all (u, v) ∈ D(And) × H2
1
a ,0

(0, 1). Thanks to (2.5) one can prove that

(And, D(And)) is non positive with dense domain and generates a contraction
semigroup (S(t))t≥0 (see [14]) as soon as a is (WD) or (SD). Moreover, as in
[13] or [14], one can prove the following well posedness result:

Theorem 2.1. Assume a (WD) or (SD). If (y0, y1) ∈ H0, then there exists a
unique mild solution

y ∈ C1([0,+∞);L2
1
a
(0, 1)) ∩ C([0,+∞);H2

1
a ,0(0, 1))

of (2.1) which depends continuously on the initial data (y0, y1) ∈ H0. Moreover,
if (y0, y1) ∈ D(And), then the solution y is classical, in the sense that

y ∈ C2([0,+∞);L2
1
a
(0, 1)) ∩ C1([0,+∞);H2

1
a ,0(0, 1)) ∩ C([0,+∞);D(And))

and the equation of (2.1) holds for all t ≥ 0.
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Hence, thanks to the previous result, if a is (WD) or (SD), then there exists
a unique mild solution y of (2.1) and we can define its energy as

Ey(t) :=
1

2

∫ 1

0

(
y2t (t, x)

a(x)
+ y2xx(t, x)

)
dx+

β

2
y2(t, 1) +

γ

2
y2x(t, 1), ∀ t ≥ 0,

where β, γ ≥ 0. In addition, if y is classical, then the energy is non increasing
and

dEy(t)
dt

= −y2t (t, 1)− y2tx(t, 1), ∀ t ≥ 0.

In particular the following stability result holds.

Theorem 2.2. [14, Theorem 3.2] Assume a (WD) or (SD) and let y be a mild
solution of (2.1). Then, there exists a suitable constant T0 > 0 such that

Ey(t) ≤ Ey(0)e1−
t

T0 ,

for all t ≥ T0.

We underline that in the previous result the condition K < 2 is only a
technical hypothesis. Indeed, as written in [14, Section 4], the stability for (2.1)
when K ≥ 2 is still an open problem. Moreover, under the conditions provided
in the previous theorem, the exponential decay of solutions for (2.1) is uniform.
In particular, as a consequence of Theorem 2.2, we know that the C0-semigroup
generated by (And, D(And)), (S(t))t≥0, is exponentially stable, i.e. there exist
M,ω > 0 such that

∥S(t)∥L(H0)
≤Me−ωt, ∀ t ≥ 0 (2.6)

(see, for example, [14, Theorems 2.1 and 2.2]).

3. The delayed equation

In this section we analyze well posedness and stability for

ytt(t, x) + a(x)yxxxx(t, x) + k(t)BB∗yt(t− τ, x) = f(y(t, x)), (t, x) ∈ Q,

y(t, 0) = 0, yx(t, 0) = 0, t > 0,

βy(t, 1)− yxxx(t, 1) + yt(t, 1) = 0, t > 0,

γyx(t, 1) + yxx(t, 1) + ytx(t, 1) = 0, t > 0,

y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ (0, 1),

B∗yt(s, x) = g(s), s ∈ [−τ, 0],
(3.1)

where τ > 0 is the time delay, g is defined in [−τ, 0] with values on a real Hilbert
space H, B : H → L2

1
a

(0, 1) is a bounded linear operator with adjoint B∗ and

Q, β, γ are as in the previous section.
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Now, defining v(t, x) := yt(t, x), Y
0(x) :=

(
y0(x)
y1(x)

)
, Y (t, x) :=

(
y(t, x)
v(t, x)

)
and using the operators

ψ(s) :=

(
0

Bg(s)

)
, BY (t) :=

(
0

BB∗v(t)

)
, F(Y (t)) :=

(
0

f(y(t, x))

)
,

and (And, D(And)) defined in (2.4), (3.1) can be formulated in the following
abstract form

Ẏ (t) = AndY (t)− k(t)BY (t− τ) + F(Y (t)), (t, x) ∈ Q,

Y (0) = Y 0, x ∈ (0, 1),

BY (s) = ψ(s), s ∈ [−τ, 0].
(3.2)

Observe that, if Y 0 ∈ H0, then the following Duhamel formula holds:

Y (t) = S(t)Y 0 +

∫ t

0

S(t− s)k(s)BY (s− τ)ds+

∫ t

0

S(t− s)F(Y (s))ds. (3.3)

Moreover, setting

b := ∥B∥L(H,L2
1
a

(0,1)) = ∥B∗∥L(L2
1
a

(0,1),H) , (3.4)

we have
∥B∥L(H0)

= b2,

by [5] and [51].
In order to treat (3.2), we make the following assumptions on k and f :

Hypothesis 3.1. The function k : [−τ,+∞) → R belongs to L1
loc([−τ,+∞))

and there exists Λ > 0 such that∫ t

t−τ

|k(s)|ds ≤ Λ, ∀ t ≥ 0.

Hypothesis 3.2. Let f : H2
1
a ,0

(0, 1) → L2
1
a

(0, 1) be a continuous function such

that

1. f(0) = 0;

2. for all r > 0 there exists a constant L(r) > 0 such that, for all u, v ∈
H2

1
a ,0

(0, 1) satisfying ∥u′′∥L2(0,1) ≤ r and ∥v′′∥L2(0,1) ≤ r, one has

∥f(u)− f(v)∥L2
1
a

(0,1) ≤ L(r) ∥u′′ − v′′∥L2(0,1) ;

3. there exists a strictly increasing continuous function h : R+ → R+ such
that

⟨f(u), u⟩L2
1
a

(0,1) ≤ h(∥u′′∥L2(0,1)) ∥u
′′∥2L2(0,1) (3.5)

for all u ∈ H2
1
a ,0

(0, 1).
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Hypothesis 3.3. Suppose that:

1. for any t > 0

Mb2eωτ

∫ t

0

|k(s+ τ)|ds ≤ α+ ω′t (3.6)

for suitable constants α ≥ 0 and ω′ ∈ [0, ω), where M , ω and b are the
constants in (2.6) and (3.4), respectively;

2. there exist T, ρ, Cρ > 0, with L(Cρ) <
ω−ω′

M , such that if Y 0 ∈ H0 and
g : [−τ, 0] → H satisfy∥∥Y 0

∥∥2
H0

+

∫ τ

0

|k(s)| · ∥g(s− τ)∥2H ds < ρ2, (3.7)

then (3.2) has a unique solution Y ∈ C([0, T );H0) satisfying ∥Y (t)∥H0
≤

Cρ for all t ∈ [0, T ).

In particular, Hypothesis 3.1 is crucial to prove the existence of a local unique
solution for (3.2) (see Proposition 3.1); while Hypotheses 3.1, 3.2 are needed to
prove that (3.2) satisfies Hypothesis 3.3.2 and, if the initial data are sufficiently
small, the corresponding solutions exist and decay exponentially in (0,+∞)
(see Theorem 3.3). On the other hand, the exponential stability is proved
thanks to Hypotheses 3.2 and 3.3 (see Theorem 3.1). Moreover, observe that
Hypothesis 3.3.1 is satisfied, in particular, if k ∈ L1[0,+∞) or k ∈ L∞[0,+∞)
and ∥k∥L∞(0,1) is smaller than a suitable constant depending on M,ω, b and τ .

Furthermore, thanks to Hypothesis 3.2, F(0) = 0 and for any r > 0 there
exists a constant L(r) > 0 such that

∥F(Y )−F(Z)∥H0
≤ L(r) ∥Y − Z∥H0

whenever ∥Y ∥H0
≤ r and ∥Z∥H0

≤ r. In particular,

∥F(Y )∥H0
≤ L(r) ∥Y ∥H0

.

To conclude this section, define

F (y) :=

∫ y

0

f(s)ds, y ∈ H2
1
a ,0(0, 1) (3.8)

and observe that it is possible to prove the following estimate on the nonlinear

term

∫ 1

0

F (y(x))

a(x)
dx thanks to Hypothesis 3.2:

Lemma 3.1. Assume Hypothesis 3.2 and a (WD) or (SD). Then∣∣∣∣∣
∫ 1

0

F (y(x))

a(x)
dx

∣∣∣∣∣ ≤ 1

2
h(∥y′′∥L2(0,1)) ∥y

′′∥2L2(0,1) , (3.9)

for all y ∈ H2
1
a ,0

(0, 1).
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Proof. Fix y ∈ H2
1
a ,0

(0, 1). Observing that d
dsF (sy) = F ′(sy)y = f(sy)y, we

have∫ 1

0

F (y(x))

a(x)
dx =

∫ 1

0

1

a(x)

∫ 1

0

f(sy(x))y(x) ds dx =

∫ 1

0

⟨f(sy), sy⟩L2
1
a

(0,1)

ds

s
.

Thus, by (3.5),∣∣∣∣∣
∫ 1

0

F (y(x))

a(x)
dx

∣∣∣∣∣ ≤
∫ 1

0

h(∥sy′′∥L2(0,1))s
2 ∥y′′∥2L2(0,1)

ds

s

≤ 1

2
h(∥y′′∥L2(0,1)) ∥y

′′∥2L2(0,1) .

3.1. Exponential stability

Under the well posedness assumption (3.7), in this subsection we will give the
exponential decay result for problem (3.2). As a first step, we give an abstract
stability result. This is similar to [42, Theorem 2.1], but here we give the proof
for the reader’s convenience.

Theorem 3.1. Assume Hypotheses 3.2 and 3.3, a (WD) or (SD) and consider
the initial data (Y 0, g) satisfying (3.7). Then every solution Y of (3.2) is such
that

∥Y (t)∥H0
≤Meα

(∥∥Y 0
∥∥
H0

+

∫ τ

0

eωs|k(s)| · ∥ψ(s− τ)∥H0
ds

)
e−(ω−ω′−ML(Cρ))t,

(3.10)
for any t ∈ [0, T ).

Proof. Since ∥F(Y (t))∥H0
≤ L(Cρ) ∥Y (t)∥H0

for every t ∈ [0, T ), by (3.3) we
have

∥Y (t)∥H0
≤Me−ωt

∥∥Y 0
∥∥
H0

+Me−ωt

∫ t

0

eωs|k(s)| · ∥BY (s− τ)∥H0
ds

+ML(Cρ)e
−ωt

∫ t

0

eωs ∥Y (s)∥H0
ds,

where we recall thatM,ω and b are the parameters appearing in (2.6) and (3.4),
respectively. In particular, we obtain

∥Y (t)∥H0
≤Me−ωt

∥∥Y 0
∥∥
H0

+Me−ωt

∫ τ

0

eωs|k(s)| · ∥ψ(s− τ)∥H0
ds

+Me−ωt

∫ t

τ

eωsb2|k(s)| · ∥Y (s− τ)∥H0
ds

+ML(Cρ)e
−ωt

∫ t

0

eωs ∥Y (s)∥H0
ds,

(3.11)
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if τ ≤ t and

∥Y (t)∥H0
≤Me−ωt

∥∥Y 0
∥∥
H0

+Me−ωt

∫ τ

0

eωs|k(s)| · ∥ψ(s− τ)∥H0
ds

+ML(Cρ)e
−ωt

∫ t

0

eωs ∥Y (s)∥H0
ds,

(3.12)

if t < τ . Setting z := s − τ in the second integral of (3.11) or (3.12) and
multiplying the previous inequality by eωt, we get

eωt ∥Y (t)∥H0
≤M

∥∥Y 0
∥∥
H0

+M

∫ τ

0

eωs|k(s)| · ∥ψ(s− τ)∥H0
ds

+Mb2eωτ

∫ t

0

eωz|k(z + τ)| · ∥Y (z)∥H0
dz

+ML(Cρ)

∫ t

0

eωs ∥Y (s)∥H0
ds,

if τ ≤ t and

eωt ∥Y (t)∥H0
≤M

∥∥Y 0
∥∥
H0

+M

∫ τ

0

eωs|k(s)| · ∥ψ(s− τ)∥H0
ds

+ML(Cρ)

∫ t

0

eωs ∥Y (s)∥H0
ds,

if t < τ . Now, let us denoteM0 :=M
∥∥Y 0

∥∥
H0

+M
∫ τ

0
eωs|k(s)|·∥ψ(s− τ)∥H0

ds.

Thus, by Gronwall’s Lemma and (3.6), we have

∥Y (t)∥H0
≤M0e

Mb2eωτ
∫ t
0
|k(s+τ)|ds+ML(Cρ)t−ωt ≤M0e

αe[ML(Cρ)−(ω−ω′)]t,

if τ ≤ t and

∥Y (t)∥H0
≤M0e

ML(Cρ)t−ωt ≤M0e
[ML(Cρ)−ω]t,

if t < τ . In any case (3.10) holds.

For the next step, we define the appropriate energy functional.

Definition 3.1. Let y be a mild solution of (3.1) and define its energy as

Ey(t) :=
1

2

∫ 1

0

(
y2t (t, x)

a(x)
+ y2xx(t, x)

)
dx+

β

2
y2(t, 1) +

γ

2
y2x(t, 1)

−
∫ 1

0

F (y(t, x))

a(x)
dx+

1

2

∫ t

t−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds, ∀ t ≥ 0,

where F is defined in (3.8).

The following result holds.

12



Theorem 3.2. Assume Hypothesis 3.3.2, a (WD) or (SD) and let y be a mild

solution of (3.1) defined on [0, T ). If Ey(t) ≥ 1
4 ∥yt(t)∥

2
L2

1
a

(0,1) for any t ∈ [0, T ),

then
Ey(t) ≤ C(t)Ey(0), ∀ t ∈ [0, T ),

where
C(t) := e2

∫ t
0
b2(|k(s)|+|k(s+τ)|)ds. (3.13)

Proof. Let y be a mild solution of (3.1). Differentiating formally Ey with respect
to t, using (2.5) and the boundary conditions, we obtain

dEy(t)

dt
=

∫ 1

0

(yt(t, x)ytt(t, x)
a(x)

+ yxx(t, x)yxxt(t, x)
)
dx

+ βy(t, 1)yt(t, 1) + γyx(t, 1)ytx(t, 1)

−
∫ 1

0

f(y(t, x))yt(t, x)

a(x)
dx+

1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H

=

∫ 1

0

(yt(t, x)ytt(t, x)
a(x)

+ yxxxx(t, x)yt(t, x)
)
dx

− yxxx(t, 1)yt(t, 1) + yxx(t, 1)ytx(t, 1)

+ yt(t, 1)[yxxx(t, 1)− yt(t, 1)] + ytx(t, 1)[−yxx(t, 1)− ytx(t, 1)]

−
∫ 1

0

f(y(t, x))yt(t, x)

a(x)
dx+

1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H

=

∫ 1

0

(yt(t, x)ytt(t, x)
a(x)

+ yxxxx(t, x)yt(t, x)
)
dx− y2t (t, 1)− y2tx(t, 1)

−
∫ 1

0

f(y(t, x))yt(t, x)

a(x)
dx+

1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H .

Using the differential equation in (3.1), we have

dEy(t)

dt
= −y2t (t, 1)− y2tx(t, 1)− k(t) ⟨BB∗yt(t− τ), yt(t)⟩L2

1
a

(0,1)

+
1

2
|k(t+ τ)| · ∥B∗yt(t)∥2H − 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H

= −y2t (t, 1)− y2tx(t, 1)− k(t) ⟨B∗yt(t), B
∗yt(t− τ)⟩H

+
1

2
|k(t+ τ)| · ∥B∗yt(t)∥2H − 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H .
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By the Cauchy inequality, we get

dEy(t)

dt
≤ 1

2
(|k(t+ τ)|+ |k(t)|) ∥B∗yt(t)∥2H

≤ 2b2(|k(t+ τ)|+ |k(t)|)1
4
∥yt(t)∥2L2

1
a

(0,1) .

Using the fact that Ey(t) ≥ 1
4 ∥yt(t)∥

2
L2

1
a

(0,1) for all t ∈ [0, T ), we get

dEy(t)

dt
≤ 2b2(|k(t+ τ)|+ |k(t)|)Ey(t)

and the thesis follows using the Gronwall Lemma.

3.2. The well posedness assumption

In this subsection we prove the well posedness assumption, i.e. Hypothesis
3.3.2, for (3.2). To this aim the following two propositions are crucial.

Proposition 3.1. Assume Hypothesis 3.1 and a (WD) or (SD). Let us consider
(3.2) with initial data Y 0 ∈ H0 and ψ ∈ C([−τ, 0];H0). Then there exists a
unique continuous local solution.

Proof. It is sufficient to observe that if t ∈ [0, τ ], then t − τ ∈ [−τ, 0]. Thus,
(3.2) can be formulated as an undelayed problem in the interval [0, τ ]:{

Ẏ (t) = AndY (t)− k(t)ψ(t− τ) + F(Y (t)), t ∈ (0, τ),

Y (0) = Y 0.

Then, from the standard theory for inhomogeneous evolution problems (see [46,
Chapter 6, Theorem 1.4] or [45]) we have that there exists a unique solution of
(3.2) on [0, δ), for some δ ≤ τ .

Proposition 3.2. Assume Hypothesis 3.2, a (WD) or (SD) and consider (3.2)
with initial data Y 0 ∈ H0 and ψ ∈ C([−τ, 0];H0). Take T > 0 and let Y be
a non trivial solution of (3.2) defined on [0, δ), with δ ≤ T . The following
statements hold:

1. if h
(∥∥(y0)′′∥∥

L2(0,1)

)
< 1

2 , then Ey(0) > 0;

2. if h
(∥∥(y0)′′∥∥

L2(0,1)

)
< 1

2 and h(2
√
C(T )Ey(0)) <

1
2 , then

Ey(t) >
1

4
∥yt(t)∥2L2

1
a

(0,1) +
1

4
∥yxx(t)∥2L2(0,1) +

β

4
y2(t, 1) +

γ

4
y2x(t, 1)

+
1

4

∫ t

t−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds

(3.14)
for all t ∈ [0, δ), being C(·) the function defined in (3.13). In particular,

Ey(t) >
1

4
∥Y (t)∥2H0

, ∀ t ∈ [0, δ).
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Proof. Claim 1. Let us consider a non trivial solution Y . By (3.9) and the
assumption h

(∥∥(y0)′′∥∥
L2(0,1)

)
< 1

2 , we note that∣∣∣∣∣
∫ 1

0

F (y0(x))

a(x)
dx

∣∣∣∣∣ ≤ 1

2
h(
∥∥(y0)′′∥∥

L2(0,1)
)
∥∥(y0)′′∥∥2

L2(0,1)
<

1

4

∥∥(y0)′′∥∥2
L2(0,1)

.

As a consequence,

Ey(0) =
1

2

∥∥y1∥∥2
L2

1
a

(0,1)
+

1

2

∥∥(y0)′′∥∥2
L2(0,1)

+
β

2
y2(0, 1) +

γ

2
y2x(0, 1)

−
∫ 1

0

F (y0(x))

a(x)
dx+

1

2

∫ 0

−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds

>
1

4

∥∥y1∥∥2
L2

1
a

(0,1)
+

1

4

∥∥(y0)′′∥∥2
L2(0,1)

+
β

4
y2(0, 1) +

γ

4
y2x(0, 1)

+
1

4

∫ 0

−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds.

In particular, Ey(0) > 0.
Claim 2. Let us denote

r := sup{s ∈ [0, δ) : (3.14) holds ∀ t ∈ [0, s)}

and we suppose, by contradiction, that r < δ. Then, by continuity,

Ey(r) =
1

4
∥yt(r)∥2L2

1
a

(0,1) +
1

4
∥yxx(r)∥2L2(0,1) +

β

4
y2(r, 1) +

γ

4
y2x(r, 1)

+
1

4

∫ r

r−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds;

in particular,

1

4
∥yxx(r)∥2L2(0,1) ≤ Ey(r) and

1

4
∥yt(r)∥2L2

1
a

(0,1) ≤ Ey(r).

Hence, by Theorem 3.2 and using the monotonicity of h, we have

h(∥yxx(r)∥L2(0,1)) ≤ h
(
2
√
Ey(r)

)
≤ h

(
2
√
C(T )Ey(0)

)
<

1

2
.

Therefore, using the definition of Ey, by the previous inequality and (3.9), we
conclude that

Ey(r) =
1

2
∥yt(r)∥2L2

1
a

(0,1) +
1

2
∥yxx(r)∥2L2(0,1) +

β

2
y2(r, 1) +

γ

2
y2x(r, 1)

−
∫ 1

0

F (y(r, x))

a(x)
dx+

1

2

∫ r

r−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds

>
1

4
∥yt(r)∥2L2

1
a

(0,1) +
1

4
∥yxx(r)∥2L2(0,1) +

β

4
y2(r, 1) +

γ

4
y2x(r, 1)

+
1

4

∫ r

r−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds.
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This is not possible due to the maximality of r; consequently r = δ and the
thesis is proved.

Thanks to the previous results, we are ready to prove well-posedness and
exponential stability of solutions to (3.2) corresponding to sufficiently small
initial data. Note that the following theorem proves both well-posedness and
exponential stability via an iterative argument. Indeed, we first show that
Hypothesis 3.3.2 is satisfied, for small initial data, on a finite interval (0, T ).
Then, we apply the exponential decay estimate of Theorem 3.1 to show that
the solutions remain small enough. Therefore, we can iterate the argument
on successive time intervals obtaining, finally, global solutions exponentially
decaying.

Theorem 3.3. Assume Hypotheses 3.1, 3.2 and (3.6) and consider (3.2) with
initial data Y 0 ∈ H0 and ψ ∈ C([−τ, 0];H0). Then (3.2) satisfies Hypothesis
3.3.2 and, if the initial data are sufficiently small, the corresponding solutions
exist and decay exponentially in (0,+∞) according to (3.10).

Proof. Let us consider a time T > 0 sufficiently large such that

CT := 2M2e2α(1 + Λeωτ b2)(1 + Λe2ωτ b2)e−(ω−ω′)T ≤ 1.

Furthermore, let ρ > 0 be such that

ρ ≤ 1

2
√
C(T )

h−1

(
1

2

)
,

where C(·) is the function introduced in (3.13), and consider initial data such
that∥∥(y0)′′∥∥2

L2(0,1)
+
∥∥y1∥∥2

L2
1
a

(0,1)
+ βy2(0, 1)+γy2x(0, 1)+

∫ 0

−τ

|k(s+τ)|·∥g(s)∥2H ds ≤ ρ2.

Observe that the previous condition is equivalent to require∥∥Y 0
∥∥2
H0

+

∫ 0

−τ

|k(s+ τ)| · ∥g(s)∥2H ds ≤ ρ2. (3.15)

Now, by Proposition 3.1 we know that there exists a local solution y of (3.1)
on a time interval [0, δ). Without loss of generality, we can assume δ < T
(eventually, we can take a larger T ). From our assumption on the initial data,
on the monotonicity of h and the fact that

√
C(T ) > 1, we have

h(
∥∥(y0)′′∥∥

L2(0,1)
) ≤ h(ρ) ≤ h

(
1

2
√
C(T )

h−1

(
1

2

))
<

1

2
.

Thus, by Proposition 3.2.1, we deduce Ey(0) > 0. Moreover, from (3.9), we
obtain

Ey(0) ≤
1

2

∥∥y1∥∥2
L2(0,1)

+
3

4

∥∥(y0)′′∥∥2
L2(0,1)

+
β

2
y2(0, 1) +

γ

2
y2x(0, 1)

+
1

2

∫ 0

−τ

|k(s+ τ)| · ∥g(s)∥2H ds ≤ ρ2,

(3.16)
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which implies

h
(
2
√
C(T )Ey(0)

)
< h

(
2
√
C(T )ρ

)
< h

(
h−1

(
1

2

))
=

1

2
.

Hence, we can apply Proposition 3.2 obtaining

Ey(t) >
1

4
∥yt(t)∥2L2

1
a

(0,1) +
1

4
∥yxx(t)∥2L2(0,1) +

β

4
y2(t, 1) +

γ

4
y2x(t, 1)

+
1

4

∫ t

t−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds > 0,

(3.17)

for all t ∈ [0, δ); in particular, Ey(t) ≥ 1
4 ∥yt(t)∥

2
L2

1
a

(0,1). Thus, we can apply

Theorem 3.2 obtaining

Ey(t) ≤ C(T )Ey(0), ∀ t ∈ [0, δ) (3.18)

(recall that δ < T ). As a consequence, from (3.17) and (3.18), we have

1

4
∥yxx(t)∥2L2(0,1) ≤

1

4
∥yt(t)∥2L2

1
a

(0,1) +
1

4
∥yxx(t)∥2L2(0,1)

≤ 1

4
∥yt(t)∥2L2

1
a

(0,1) +
1

4
∥yxx(t)∥2L2(0,1) +

β

4
y2(t, 1) +

γ

4
y2x(t, 1)

+
1

4

∫ t

t−τ

|k(s+ τ)| · ∥B∗yt(s, x)∥2H ds < Ey(t) ≤ C(T )Ey(0),

(3.19)
for every t ∈ [0, δ). Then, we can extend the solution in t = δ and on the whole
interval [0, T ]. In particular, for t = T , we get

h(∥yxx(T )∥L2(0,1)) ≤ h
(
2
√
C(T )Ey(0)

)
<

1

2
.

By (3.16) and (3.19) we deduce

1

4
∥Y (t)∥2H0

≤ Ey(t) ≤ C(T )Ey(0) ≤ C(T )ρ2, ∀ t ∈ [0, T ],

i.e.
∥Y (t)∥H0

≤ Cρ, ∀ t ∈ [0, T ],

where Cρ := 2
√
C(T )ρ. Now, without loss of generality, we can assume that ρ is

such that L(Cρ) <
ω−ω′

2M (eventually choosing a smaller value of ρ). Recall that
L(Cρ), M , ω and ω′ are the constants considered in Hypothesis 3.2, (2.6) and
(3.6), respectively. Consequently, Hypothesis 3.3.2 is satisfied in the interval
[0, T ]. Hence, Theorem 3.1 gives us the following estimate:

∥Y (t)∥H0
≤Meα

(∥∥Y 0
∥∥
H0

+

∫ τ

0

eωs|k(s)| · ∥ψ(s− τ)∥H0
ds

)
e−

ω−ω′
2 t, (3.20)
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for any t ∈ [0, T ]. By Hypothesis 3.1, (3.15) and the Hölder inequality, it follows

∫ τ

0

eωs|k(s)| · ∥ψ(s− τ)∥H0
ds ≤ eωτ

(∫ τ

0

|k(s)|ds

) 1
2
(∫ τ

0

|k(s)| · ∥ψ(s− τ)∥2H0
ds

) 1
2

≤ eωτ
√
Λρb.

Hence, coming back to (3.20), we obtain

∥Y (t)∥2H0
≤ 2M2e2αρ2(1 + b2e2ωτΛ)e−(ω−ω′)t, (3.21)

for any t ∈ [0, T ]. Moreover,∫ T

T−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds ≤ 2b2M2e2αΛρ2eωτ (1 + Λe2ωτ b2)e−(ω−ω′)T .

Since T is chosen such that CT ≤ 1, by (3.21) and the previous inequality, one
has

∥Y (T )∥2H0
+

∫ T

T−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds ≤ CT ρ
2 ≤ ρ2

or, equivalently,

∥yt(T )∥2L2
1
a

(0,1) + ∥yxx(T )∥2L2(0,1) + βy2(T, 1)

+ γy2x(T, 1) +

∫ T

T−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds ≤ ρ2.

We can apply a similar argument on the interval [T, 2T ], obtaining a solution
on the whole interval [0, 2T ]. Iterating the procedure, we obtain a unique global
solution of (3.2). Thus, the well posedness Hypothesis 3.3.2 is satisfied and the
thesis follows.

4. Delayed beam equations with source term or integral nonlinearity

In this section we will apply the abstract results of Section 3 to two specific
problems. To this aim, take as H the Hilbert space L2(P), where P is an open
subset strictly contained in (0, 1) and define the bounded linear operator B as

B : L2(P) → L2
1
a
(0, 1) y 7→ ỹ χP ,

being ỹ ∈ L2(0, 1) the trivial extension of y outside P. It is easy to verify that

B∗(φ) = φ|P ∀ φ ∈ (L2
1
a
(0, 1))∗.

Hence, BB∗(φ) = χPφ for all φ ∈ (L2
1
a

(0, 1))∗.

Moreover, for f we consider two types of nonlinearities:

f(y(t, x)) = |y(t, x)|qy(t, x), (4.1)
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with q > 0, or

f(y(t, x)) =
(∫ 1

0

|y(t, x)|2dx
) p

2

y(t, x), (4.2)

with p ≥ 1. Hence, as a concrete example, we consider

ytt(t, x) + a(x)yxxxx(t, x) + k(t)χP(x)yt(t− τ, x) = f(y(t, x)), (t, x) ∈ Q,

y(t, 0) = 0, yx(t, 0) = 0, t > 0,

βy(t, 1)− yxxx(t, 1) + yt(t, 1) = 0, t > 0,

γyx(t, 1) + yxx(t, 1) + ytx(t, 1) = 0, t > 0,

y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ (0, 1),

yt(s, x) = g(s), s ∈ [−τ, 0],

where τ, β, γ, a, k are as in Section 3, χP is the characteristic function of the set
P and f is defined as in (4.1) or (4.2). In the following we will prove that f
satisfies Hypothesis 3.2.

First of all, assume f(y) := |y|qy, q > 0.
Clearly, f(0) = 0. Now, we will prove the other points of Hypothesis 3.2.

Observe that∣∣|α|qα− |β|qβ
∣∣ ≤ (q + 1)

(
|α|+ |β|

)q|α− β|, ∀ α, β ∈ R; (4.3)

moreover, for all v ∈ H2
1
a ,0

(0, 1), one has

|v(x)| ≤
∫ x

0

∫ t

0

|v′′(s)|dsdt ≤
∫ x

0

√
t∥v′′∥L2(0,1)dt ≤

2

3
x

3
2 ∥v′′∥L2(0,1), (4.4)

for all x ∈ (0, 1). Hence,∫ 1

0

1

a

∣∣|y|qy − |z|qz
∣∣2 dx ≤ (q + 1)2

∫ 1

0

1

a

(
|y|+ |z|

)2q|y − z|2dx

≤ (q + 1)2Cq

∫ 1

0

1

a

(
|y|2q + |z|2q

)
|y − z|2dx,

by (4.3), where

Cq :=

{
22q−1, q ≥ 1/2,

1, q ∈ (0, 1/2).
(4.5)

Then, thanks to the previous inequality, (2.3) and (4.4), one has∫ 1

0

1

a

∣∣|y|qy − |z|qz
∣∣2 dx ≤ 2

3
(q + 1)2Cq

∫ 1

0

(∥y′′∥2qL2(0,1) + ∥z′′∥2qL2(0,1))
|y − z|2

a
dx

≤ 2

3
(q + 1)2Cq(4CHP + 1)

((∫ 1

0

|y′′|2dx
)q

+

(∫ 1

0

|z′′|2dx
)q
)∫ 1

0

|y′′ − z′′|2dx,
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for all y, z ∈ H2
1
a ,0

(0, 1). Now, fixing r > 0 and taking y, z ∈ H2
1
a ,0

(0, 1) such

that ∥y′′∥L2(0,1), ∥z′′∥L2(0,1) ≤ r, we obtain

∥f(y)− f(z)∥L2
1
a

(0,1) ≤ L(r) ∥y′′ − z′′∥L2(0,1) ,

being L(r) :=
√

2
3 (q + 1)2Cq(4CHP + 1)r2q. Moreover, Hypothesis 3.2.3 is also

satisfied with h(x) :=
(
2
3

)q
(4CHP + 1)xq. Indeed, by (2.3) and (4.4), one has

⟨f(y), y⟩L2
1
a

(0,1) =

∫ 1

0

1

a
|y|q+2dx ≤

(
2

3

)q

∥y′′∥qL2(0,1)

∫ 1

0

1

a
|y|2dx

≤
(
2

3

)q

(4CHP + 1)∥y′′∥q+2
L2(0,1),

for all y ∈ H2
1
a ,0

(0, 1). Since f satisfies Hypothesis 3.2, one can apply the results

of Section 3 as soon as Hypotheses 3.1 and 3.3 are satisfied.

Now, assume f(y) :=
(∫ 1

0
|y|2dx

) p
2

y, p ≥ 1.

Again f(0) = 0. Moreover, using (2.3), one has

∥u∥2L2
1
a

(0,1) ≤ (4CHP + 1)∥u′′∥2L2(0,1), ∀ u ∈ H2
1
a ,0(0, 1),

∥f(y)− f(z)∥2L2
1
a

(0,1) =

∫ 1

0

1

a
|∥y∥pL2(0,1)y − ∥z∥pL2(0,1)z|

2dx

=

∫ 1

0

1

a

(
∥y∥pL2(0,1) y − ∥y∥pL2(0,1) z + ∥y∥pL2(0,1) z − ∥z∥pL2(0,1) z

)2
dx

≤ 2

∫ 1

0

1

a
∥y∥2pL2(0,1) (y − z)2dx+ 2

∫ 1

0

1

a
(∥y∥pL2(0,1) − ∥z∥pL2(0,1))

2|z|2dx

≤ 2 ∥y∥2p
L2

1
a

(0,1)

(
max
x∈[0,1]

a(x)

)p ∫ 1

0

1

a
(y − z)2dx

+ 2(∥y∥pL2(0,1) − ∥z∥pL2(0,1))
2

∫ 1

0

1

a
|z|2dx

≤ 2

(
max
x∈[0,1]

a(x)

)p

(4CHP + 1)p+1 ∥y′′∥2pL2(0,1) ∥y
′′ − z′′∥2L2(0,1)

+ 2(∥y∥pL2(0,1) − ∥z∥pL2(0,1))
2

∫ 1

0

1

a
|z|2dx,

(4.6)

for all y, z ∈ H2
1
a ,0

(0, 1). Now, consider the term ∥y∥pL2(0,1) − ∥z∥pL2(0,1). By
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(4.3), one has

∥y∥pL2(0,1) − ∥z∥pL2(0,1) = ∥y∥p−1
L2(0,1) ∥y∥L2(0,1) − ∥z∥p−1

L2(0,1) ∥z∥L2(0,1)

≤ p
(
∥y∥L2(0,1) + ∥z∥L2(0,1)

)p−1| ∥y∥L2(0,1) − ∥z∥L2(0,1) |

≤ pC p
2
(∥y∥p−1

L2(0,1) + ∥z∥p−1
L2(0,1)

)
| ∥y∥L2(0,1) − ∥z∥L2(0,1) |

≤ pC p
2

(
max
x∈[0,1]

a(x)

) p−1
2
(
∥y∥p−1

L2
1
a

(0,1)
+ ∥z∥p−1

L2
1
a

(0,1)

)
∥y − z∥L2(0,1) ,

where C p
2
is defined as in (4.5). Hence

(∥y∥pL2(0,1) − ∥z∥pL2(0,1))
2 ≤ Dp(∥y∥2p−2

L2
1
a

(0,1)
+ ∥z∥2p−2

L2
1
a

(0,1)

)
∥y − z∥2L2(0,1) ,

where Dp := 2p2C p
2

2
(
maxx∈[0,1] a(x)

)p−1
, and

2(∥y∥pL2(0,1) − ∥z∥pL2(0,1))
2

∫ 1

0

1

a
|z|2dx

≤ 2Dp max
x∈[0,1]

a(x)(∥y∥2p−2
L2

1
a

(0,1)
+ ∥z∥2p−2

L2 1
a (0,1)

)
∥y − z∥2L2

1
a

(0,1) ∥z∥
2
L2

1
a

(0,1)

≤ 2Dp max
x∈[0,1]

a(x)(4CHP + 1)p+1(∥y′′∥2p−2
L2(0,1)+ ∥z′′∥2p−2

L2(0,1)

)
∥y′′−z′′∥2L2(0,1)∥z

′′∥2L2(0,1),

by (2.3). By the previous inequality, (4.6) becomes

∥f(y)− f(z)∥2L2
1
a

(0,1) ≤ 2

(
max
x∈[0,1]

a(x)

)p

(4CHP +1)p+1 ∥y′′∥2pL2(0,1) ∥y
′′−z′′∥2L2(0,1)

+ 2Dp max
x∈[0,1]

a(x)(4CHP +1)p+1(∥y′′∥2p−2
L2(0,1) + ∥z′′∥2p−2

L2(0,1)

)
∥y′′−z′′∥2L2(0,1)∥z

′′∥2L2(0,1),

for all y, z ∈ H2
1
a ,0

(0, 1). Now, fixing r > 0 and taking y, z ∈ H2
1
a ,0

(0, 1) such

that ∥y′′∥L2(0,1), ∥z′′∥L2(0,1) ≤ r, we obtain

∥f(y)− f(z)∥L2
1
a

(0,1) ≤ L(r) ∥y′′ − z′′∥L2(0,1) ,

being L(r) :=

√
2maxx∈[0,1] a(x)(4CHP + 1)p+1

((
maxx∈[0,1] a(x)

)p−1
+ 2Dp

)
r2p.

Moreover, Hypothesis 3.2.3 is also satisfied with

h(x) :=

(
max
x∈[0,1]

a(x)

) p
2

(4CHP + 1)
p
2+1xp.

Indeed, using again (2.3), one has

⟨f(y), y⟩L2
1
a

(0,1) = ∥y∥pL2(0,1)

∫ 1

0

1

a
|y|2dx

≤
(

max
x∈[0,1]

a(x)

) p
2

(4CHP + 1)
p
2+1∥y′′∥p+2

L2(0,1),
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for all y ∈ H2
1
a ,0

(0, 1). As for the previous example, since f satisfies Hypothesis

3.2, one can apply the results of Section 3 as soon as Hypotheses 3.1 and 3.3
are satisfied.

5. Some extensions

In this section we study the stability for a non linear problem governed by
a fourth order degenerate operator in divergence form or by a second order
operator in divergence or in non divergence form. In every case the function a
is (WD) or (SD) and, as in Section 2, the assumption K < 2 is only a technical
hypothesis (see [4], [15] and [28]).

5.1. The nonlinear degenerate Euler-Bernoulli equation in divergence form

In this section we study the well posedness and the stability for

ytt(t, x) + (ayxx)xx(t, x) + k(t)BB∗yt(t− τ, x) = f(y(t, x)), (t, x) ∈ Q,

y(t, 0) = 0, t > 0,{
yx(t, 0) = 0, if a is (WD),

(ayxx)(t, 0) = 0, if a is (SD),
t > 0,

βy(t, 1)− (ayxx)x(t, 1) + yt(t, 1) = 0, t > 0,

γyx(t, 1) + (ayxx)(t, 1) + ytx(t, 1) = 0, t > 0,

y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ (0, 1),

(5.1)
where, as before, Q := (0,+∞) × (0, 1), β, γ ≥ 0, τ > 0 is the time delay, g is
defined in [−τ, 0] with value on a real Hilbert space H and B : H → L2(0, 1) is
a bounded linear operator with adjoint B∗.

As for the system in non divergence form, we consider first of all the problem
without delay

ytt(t, x) + (ayxx)xx(t, x) = 0, (t, x) ∈ Q,

y(t, 0) = 0, t > 0,{
yx(t, 0) = 0, if a is (WD),

(ayxx)(t, 0) = 0, if a is (SD),
t > 0,

βy(t, 1)− (ayxx)x(t, 1) + yt(t, 1) = 0, t > 0,

γyx(t, 1) + (ayxx)(t, 1) + ytx(t, 1) = 0, t > 0,

y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ (0, 1)

(5.2)

and we introduce the Hilbert spaces needed for its study. Thus, consider

V 2
a (0, 1) := {u ∈ H1(0, 1) : u′ is absolutely continuous in [0,1],

√
au′′ ∈ L2(0, 1)}
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and

K2
a(0, 1) : = {u ∈ V 2

a (0, 1) : u(0) = 0}
= {u ∈ H1(0, 1) : u′ is absolutely continuous in [0,1], u(0) = 0,

√
au′′ ∈ L2(0, 1)},

if a is (WD);

V 2
a (0, 1) := {u ∈ H1(0, 1) : u′ is locally absolutely continuous in (0, 1],

√
au′′ ∈ L2(0, 1)}

and

K2
a(0, 1) : = {u ∈ V 2

a (0, 1) : u(0) = 0}
= {u ∈ H1(0, 1) : u′ is locally absolutely continuous in (0, 1],

u(0) = 0,
√
au′′ ∈ L2(0, 1)},

if a is (SD).
In both cases we consider on V 2

a (0, 1) and K
2
a(0, 1) the norm

∥u∥22,a := ∥u∥2L2(0,1) + ∥u′∥2L2(0,1) + ∥
√
au′′∥2L2(0,1), ∀ u ∈ V 2

a (0, 1),

which is equivalent to the following one

∥u∥22 := ∥u∥2L2(0,1) + ∥
√
au′′∥2L2(0,1), ∀ u ∈ V 2

a (0, 1)

(see [12, Propositions 2.2 and 2.7]). Moreover, on K2
a(0, 1) we can consider the

equivalent norm
∥u∥22,◦ := |u′(1)|2 + ∥

√
au′′∥2L2(0,1).

The description of the functional setting is completed considering

K2
a,0(0, 1) := {u ∈ K2

a(0, 1) : u
′(0) = 0, when a is (WD)},

W0(0, 1) := {u ∈ K2
a(0, 1) : au

′′ ∈ H2(0, 1) and u′(0) = 0 if a is (WD), or

(au′′)(0) = 0, if a is (SD)}

and the product space

K0 := K2
a,0(0, 1)× L2(0, 1).

On K0 we consider inner product and norm defined as:

⟨(u, v), (ũ, ṽ)⟩K0
:=

∫ 1

0

au′′ũ′′dx+

∫ 1

0

vṽ dx+ βu(1)ũ(1) + γu′(1)ũ′(1)
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and

∥(u, v)∥2K0
:=

∫ 1

0

a(u′′)2dx+

∫ 1

0

v2dx+ βu2(1) + γ(u′)2(1),

for every (u, v), (ũ, ṽ) ∈ K0, respectively.
Now, consider the operators (Ad, D(Ad)) given by Ady := (ayxx)xx for all

y ∈ D(Ad) := W0(0, 1) and Ad : D(Ad) ⊂ K0 → K0 defined as

Ad :=

(
0 Id

−Ad 0

)
,

with domain

D(Ad) := {(u, v) ∈ D(Ad)×K2
a,0(0, 1) : βu(1)− (au′′)′(1) + v(1) = 0,

γu′(1) + (au′′)(1) + v′(1) = 0}.

Thanks to the next Gauss Green formula∫ 1

0

(au′′)′′v dx = [(au′′)′v](1)− [au′′v′](1) +

∫ 1

0

au′′v′′dx, (5.3)

for all (u, v) ∈ W0(0, 1)×K2
a,0(0, 1) (see [15]), one can prove that (Ad, D(Ad)) is

non positive with dense domain and generates a contraction semigroup (R(t))t≥0

assuming that a is (WD) or (SD). Therefore, the following existence theorem
holds.

Theorem 5.1. Assume a (WD) or (SD). If (y0, y1) ∈ K0, then there exists a
unique mild solution

y ∈ C1([0,+∞);L2(0, 1)) ∩ C([0,+∞);K2
a,0(0, 1))

of (5.2) which depends continuously on the initial data (y0, y1) ∈ K0. Moreover,
if (y0, y1) ∈ D(Ad), then the solution y is classical, in the sense that

y ∈ C2([0,+∞);L2(0, 1)) ∩ C1([0,+∞);K2
a,0(0, 1)) ∩ C([0,+∞);D(Ad))

and the equation of (5.2) holds for all t ≥ 0.

Hence, if a is (WD) or (SD), a unique mild solution y of (5.2) exists and we
can define the energy associated to the problem (5.2) as

Ey(t) :=
1

2

∫ 1

0

(
y2t (t, x) + a(x)y2xx(t, x)

)
dx+

β

2
y2(t, 1) +

γ

2
y2x(t, 1), ∀ t ≥ 0.

In addition, if y is classical, then the energy is non increasing and

dEy(t)
dt

= −y2t (t, 1)− y2tx(t, 1), ∀ t ≥ 0.

In particular, the following stability result holds.
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Theorem 5.2. [15, Theorem 4.5] Assume a (WD) or (SD), β, γ > 0 and let y
be a mild solution of (5.2). Then there exists a suitable constant T0 > 0 such
that

Ey(t) ≤ Ey(0)e1−
t

T0 , (5.4)

for all t ≥ T0. If a is (WD), then (5.4) holds also assuming β, γ ≥ 0.

Under the conditions provided in the previous theorem, the exponential de-
cay of solutions for (5.2) is uniform. In particular, as a consequence of Theorem
5.2, we know that the C0-semigroup (R(t))t≥0 generated by (Ad, D(Ad)) is ex-
ponentially stable in the sense of (2.6) for β, γ > 0 in the strongly degenerate
case and for β, γ ≥ 0 in the weakly degenerate one.

Now, as in Section 3, we consider the delayed problem (5.1) and we rewrite it
in an abstract form. To this aim, define v(t, x), Y 0(x), Y (t, x), ψ(s),BY (t),F(Y (t))
as in Section 3 and, thanks to (Ad, D(Ad)), (5.1) can be rewritten as

Ẏ (t) = AdY (t)− k(t)BY (t− τ) + F(Y (t)), (t, x) ∈ Q,

Y (0) = Y 0, x ∈ (0, 1),

BY (s) = ψ(s), s ∈ [−τ, 0].
(5.5)

Also in this case, if Y 0 ∈ K0, the Duhamel formula (3.3) still holds substituting
the semigroup (S(t))t≥0 with (R(t))t≥0, and, setting

b := ∥B∥L(H,L2(0,1)) = ∥B∗∥L(L2(0,1),H) , (5.6)

one has again
∥B∥L(K0)

= b2.

In order to deal with well posedness and stability for (5.1), we make on k the
same assumption as before, i.e. Hypothesis 3.1; on the other hand, Hypotheses
3.2 and 3.3 become:

Hypothesis 5.1. Let f : K2
a,0(0, 1) → L2(0, 1) be a continuous function such

that

1. f(0) = 0;

2. for all r > 0 there exists a constant L(r) > 0 such that, for all u, v ∈
K2

a,0(0, 1) satisfying ∥
√
au′′∥L2(0,1) ≤ r and ∥

√
av′′∥L2(0,1) ≤ r, one has

∥f(u)− f(v)∥L2(0,1) ≤ L(r)
∥∥√au′′ −√

av′′
∥∥
L2(0,1)

;

3. there exists a strictly increasing continuous function h : R+ → R+ such
that

⟨f(u), u⟩L2(0,1) ≤ h(
∥∥√au′′∥∥

L2(0,1)
)
∥∥√au′′∥∥2

L2(0,1)
(5.7)

for all u ∈ K2
a,0(0, 1).

Hypothesis 5.2. Suppose that:
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1. β, γ > 0 if a is (WD) or (SD) and β, γ ≥ 0 if a is (WD);

2. for any t > 0

Mb2eωτ

∫ t

0

|k(s+ τ)|ds ≤ α+ ω′t (5.8)

for suitable constants α ≥ 0 and ω′ ∈ [0, ω), where M , ω and b are
the constants in (2.6), referred to the semigroup (R(t))t≥0, and (5.6),
respectively;

3. there exist T , ρ > 0, Cρ > 0, with L(Cρ) <
ω−ω′

M such that if Y 0 ∈ K0

and ψ ∈ C([−τ, 0];K0) satisfy∥∥Y 0
∥∥2
K0

+

∫ τ

0

|k(s)| · ∥g(s− τ)∥2K0
ds < ρ2, (5.9)

then (5.5) has a unique solution Y ∈ C([0, T );K0) satisfying ∥Y (t)∥K0
≤

Cρ for all t ∈ [0, T ).

Also in this case, thanks to Hypothesis 5.1, F(0) = 0 and for any r > 0 there
exists a constant L(r) > 0 such that

∥F(Y )−F(Z)∥K0
≤ L(r) ∥Y − Z∥K0

whenever ∥Y ∥K0
≤ r, ∥Z∥K0

≤ r. In particular,

∥F(Y )∥K0
≤ L(r) ∥Y ∥K0

.

Thanks to the Duhamel formula for (5.5), we obtain the following theorem
whose proof is analogous to the one of Theorem 3.1, so we omit it.

Theorem 5.3. Assume Hypotheses 5.1 and 5.2, a (WD) or (SD) and consider
the initial data (Y 0, ψ) satisfying (5.9). Then every solution Y of (5.5) is such
that

∥Y (t)∥K0
≤Meα

(∥∥Y 0
∥∥
K0

+

∫ τ

0

eωs|k(s)| · ∥ψ(s− τ)∥K0
ds

)
e−(ω−ω′−ML(Cρ))t,

(5.10)
for any t ∈ [0, T ).

Now, consider the function F defined in (3.8); Lemma 3.1 becomes

Lemma 5.1. Assume Hypothesis 5.1 and a (WD) or (SD). Then∣∣∣∣∣
∫ 1

0

F (y)dx

∣∣∣∣∣ ≤ 1

2
h(
∥∥√ay′′∥∥

L2(0,1)
)
∥∥√ay′′∥∥2

L2(0,1)
,

for all y ∈ K2
a,0(0, 1).
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Proof. Fix y ∈ K2
a,0(0, 1). Proceeding as in Lemma 3.1, one has∫ 1

0

F (y)dx =

∫ 1

0

∫ 1

0

f(sy)y ds dx =

∫ 1

0

⟨f(sy), sy⟩L2(0,1)
ds

s
.

Thus, by (5.7),∣∣∣∣∣
∫ 1

0

F (y)dx

∣∣∣∣∣ ≤
∫ 1

0

h(
∥∥√ay′′∥∥

L2(0,1)
)s2
∥∥√ay′′∥∥2

L2(0,1)

ds

s

≤ 1

2
h(
∥∥√ay′′∥∥

L2(0,1)
)
∥∥√ay′′∥∥2

L2(0,1)
.

Using the function F and under the well posedness assumption (5.9), we can
define the energy associated to (5.1) in the following way.

Definition 5.1. Let y be a mild solution of (5.1) and define its energy as

Ey(t) :=
1

2

∫ 1

0

(
y2t (t, x) + a(x)y2xx(t, x)

)
dx+

β

2
y2(t, 1) +

γ

2
y2x(t, 1)

−
∫ 1

0

F (y(t, x))dx+
1

2

∫ t

t−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds, ∀ t ≥ 0.

For the energy the following estimate holds.

Theorem 5.4. Assume Hypothesis 5.2.2, a (WD) or (SD) and let y be a mild

solution to (5.1) defined on a set [0, T ). If Ey(t) ≥ 1
4 ∥yt(t)∥

2
L2(0,1) for any

t ∈ [0, T ), then
Ey(t) ≤ C(t)Ey(0) ∀ t ∈ [0, T ),

where C(·) is the function defined in (3.13).

Proof. Let y be a mild solution of (5.1). Differentiating formally Ey with respect
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to t, using (5.3) and the boundary conditions, we obtain

dEy(t)

dt
=

∫ 1

0

(
yt(t, x)ytt(t, x) + a(x)yxx(t)yxxt(t, x)

)
dx

+ βy(t, 1)yt(t, 1) + γyx(t, 1)ytx(t, 1)

−
∫ 1

0

f(y(t, x))yt(t, x)dx+
1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H

=

∫ 1

0

(
yt(t, x)ytt(t, x) + (ayxx)xx(t, x)yt(t, x)

)
dx− (ayxx)x(t, 1)yt(t, 1)

+ a(1)yxx(t, 1)ytx(t, 1) + yt(t, 1)[(ayxx)x(t, 1)− yt(t, 1)]

+ ytx(t, 1)[−a(1)yxx(t, 1)− ytx(t, 1)]

−
∫ 1

0

f(y(t, x))yt(t, x)dx+
1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H

=

∫ 1

0

(
yt(t, x)ytt(t, x) + (ayxx)xx(t, x)yt(t, x)

)
dx− y2t (t, 1)− y2tx(t, 1)

−
∫ 1

0

f(y(t, x))yt(t, x)dx+
1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H .

Proceeding as in Theorem 3.2, we have

dEy(t)

dt
= −y2t (t, 1)− y2tx(t, 1)− k(t) ⟨B∗yt(t), B

∗yt(t− τ)⟩H

+
1

2
|k(t+ τ)| · ∥B∗yt(t)∥2H − 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H

≤ 1

2
(|k(t+ τ)|+ |k(t)|) ∥B∗yt(t)∥2H

≤ 2b2(|k(t+ τ)|+ |k(t)|)1
4
∥yt(t)∥2L2(0,1)

≤ 2b2(|k(t+ τ)|+ |k(t)|)Ey(t)

and the thesis follows as in Theorem 3.2.

We conclude this subsection proving the well posedness assumption (i.e.
Hypothesis 5.2.2) for (5.5). To this aim, observe that Proposition 3.1 still holds
in this context. On the other hand, the analogue of Proposition 3.2 is the
following one.

Proposition 5.1. Assume Hypothesis 3.1, a (WD) or (SD) and consider (5.5)
with initial data Y 0 ∈ K0 and ψ ∈ C([−τ, 0];K0). Take T > 0 and let Y be a non
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trivial solution of (5.5) defined on [0, δ), with δ ≤ T . The following statements
hold:

1. if h
(∥∥√a(y0)′′∥∥

L2(0,1)

)
< 1

2 , then Ey(0) > 0;

2. if h
(∥∥√a(y0)′′∥∥

L2(0,1)

)
< 1

2 and h(2
√
C(T )Ey(0)) <

1
2 , then

Ey(t) >
1

4
∥yt(t)∥2L2(0,1) +

1

4

∥∥√ayxx(t)∥∥2L2(0,1)
+
β

4
y2(t, 1) +

γ

4
y2x(t, 1)

+
1

4

∫ t

t−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds

for all t ∈ [0, δ), being C(·) the function defined in (3.13). In particular,

Ey(t) >
1

4
∥Y (t)∥2K0

, ∀ t ∈ [0, δ).

Thanks to the previous result, we can prove the well posedness hypothesis
(5.9) for (5.1).

Theorem 5.5. Assume Hypotheses 3.1, 5.1 and (5.8) and consider (5.5) with
initial data Y 0 ∈ K0 and ψ ∈ C([−τ, 0];K0). Then (5.5) satisfies Hypothesis
5.2.2 and, if the initial data are sufficiently small, the corresponding solutions
exist and decay exponentially in (0,+∞) according to (5.10).

5.2. The degenerate second order problems

The technique developed in the previous sections for nonlinear problems
governed by fourth order degenerate operators can also be applied to the ones
governed by second order degenerate operators. This subsection is devoted to
present the results in these last cases.

5.2.1. The second order problem in non divergence form

As a first step, we will consider the equation in non divergence form

ytt(t, x)− a(x)yxx(t, x) + k(t)BB∗yt(t− τ, x) = f(y(t, x)), (t, x) ∈ Q,

y(t, 0) = 0, t > 0,

βy(t, 1) + yx(t, 1) + yt(t, 1) = 0, t > 0,

y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ (0, 1),

B∗yt(s, x) = g(s), s ∈ [−τ, 0].
(5.11)

With reference to the spaces L2
1
a

(0, 1), H1
1
a

(0, 1), H1
1
a ,0

(0, 1) defined in Section 2,

following [28], we consider the operator

Mndu := au′′

with domain
D(Mnd) :=

{
u ∈ K2

1
a
(0, 1) : u(0) = 0

}
,
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where K2
1
a

(0, 1) is the Hilbert space

K2
1
a
(0, 1) :=

{
u ∈ H1

1
a
(0, 1) : au′′ ∈ L2

1
a
(0, 1)

}
endowed with inner product and norm given by

⟨u, v⟩K2
1
a

(0,1) := ⟨u, v⟩L2
1
a

(0,1) + ⟨u′, v′⟩L2(0,1) + ⟨Mndu,Mndv⟩L2
1
a

(0,1)

and
∥u∥2K2

1
a

(0,1) := ∥u∥2L2
1
a

(0,1) + ∥u′∥2L2(0,1) + ∥
√
au′′∥2L2(0,1),

for all u, v ∈ K2
1
a

(0, 1). Moreover, we consider the Hilbert space

M0 := H1
1
a ,0(0, 1)× L2

1
a
(0, 1),

with natural inner product and norm defined by

⟨(u, v), (ũ, ṽ)⟩M0
:=

∫ 1

0

u′ũ′dx+

∫ 1

0

vṽ

a
dx+ βu(1)ũ(1)

and

∥(u, v)∥2mathcalM0
:=

∫ 1

0

(u′)2dx+

∫ 1

0

v2

a
dx+ βu2(1),

for every (u, v), (ũ, ṽ) ∈ M0. Finally, we consider the matrix operator Mnd :
D(Mnd) ⊂ M0 → M0 given by

Mnd :=

(
0 Id

Mnd 0

)
,

where

D(Mnd) := {(u, v) ∈ D(Mnd)×H1
1
a ,0(0, 1) : βu(1) + u′(1) + v(1) = 0}.

Thanks to the Gauss Green formula given in [28, Lemma 2.1], one can prove
that, if a is (WD) or (SD), then (Mnd, D(Mnd)) is non positive with dense
domain and generates a contraction semigroup (T (t))t≥0 (see [28, Theorem
2.1]). Then, considered the undelayed problem

ytt(t, x)− a(x)yxx(t, x) = 0, (t, x) ∈ Q,

y(t, 0) = 0, t > 0,

βy(t, 1) + yx(t, 1) + yt(t, 1) = 0, t > 0,

y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ (0, 1)

(5.12)

with associated energy

Ey(t) :=
1

2

∫ 1

0

(
y2t (t, x)

a(x)
+ y2x(t, x)

)
dx+

β

2
y2(t, 1), ∀ t ≥ 0,

where β ≥ 0, one has the following well posedness and stability result.
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Theorem 5.6. (see Theorems 2.3 and 3.2 in [28]) Assume a (WD) or (SD).
If (y0, y1) ∈ M0, then there exists a unique mild solution

y ∈ C1([0,+∞);L2
1
a
(0, 1)) ∩ C([0,+∞);H1

1
a ,0(0, 1))

of (5.12) which depends continuously on the initial data (y0, y1) ∈ M0. In this
case, there exists T0 > 0 such that

Ey(t) ≤ Ey(0)e1−
t

T0 ,

for all t ≥ T0. Moreover, if (y0, y1) ∈ D(Mnd), the solution y is classical, in
the sense that

y ∈ C2([0,+∞);L2
1
a
(0, 1)) ∩ C1([0,+∞);H1

1
a ,0(0, 1)) ∩ C([0,+∞);D(Mnd))

and the equation of (5.12) holds for all t ≥ 0.

Under the conditions provided in the previous theorem, the exponential de-
cay of solutions for (5.12) is uniform; in particular, (T (t))t≥0 satisfies (2.6).

In order to treat the nonlinear problem, we assume again Hypothesis 3.1 on
k. On the other hand, Hypotheses 3.2 and 3.3 become:

Hypothesis 5.3. Let f : H1
1
a ,0

(0, 1) → L2
1
a

(0, 1) be a continuous function such

that

1. f(0) = 0;
2. for all r > 0 there exists a constant L(r) > 0 such that, for all u, v ∈
H1

1
a ,0

(0, 1) satisfying ∥u′∥L2(0,1) ≤ r and ∥v′∥L2(0,1) ≤ r, one has

∥f(u)− f(v)∥L2
1
a

(0,1) ≤ L(r) ∥u′ − v′∥L2(0,1) ;

3. there exists a strictly increasing continuous function h : R+ → R+ such
that

⟨f(u), u⟩L2
1
a

(0,1) ≤ h(∥u′∥L2(0,1)) ∥u
′∥2L2(0,1) ,

for all u ∈ H1
1
a ,0

(0, 1).

Hypothesis 5.4. Suppose that:

1. (3.6) is satisfied (in this case the constants are associated to the semigroup
(T (t))t≥0);

2. there exist T, ρ > 0 and Cρ > 0, with L(Cρ) <
ω−ω′

M such that if Y 0 ∈ M0

and ψ ∈ C([−τ, 0];M0) satisfy∥∥Y 0
∥∥2
M0

+

∫ τ

0

|k(s)| · ∥g(s− τ)∥2M0
ds < ρ2,

then the abstract problem associated to (5.11) has a unique solution Y ∈
C([0, T );M0) satisfying ∥Y (t)∥M0

≤ Cρ for all t ∈ [0, T ).
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Also in this case, the analogue of Theorem 3.1 still holds. Moreover, for the
function F defined in (3.8) one has:

Lemma 5.2. Assume Hypothesis 5.3 and a (WD) or (SD). Then∣∣∣∣∣
∫ 1

0

F (y)

a
dx

∣∣∣∣∣ ≤ 1

2
h(∥y′∥L2(0,1)) ∥y

′∥2L2(0,1) ,

for all y ∈ H1
1
a ,0

(0, 1).

We omit the proof since it is similar to the one of Lemma 3.1. As before, we
can give the next definition.

Definition 5.2. Let y be a mild solution of (5.11) and define its energy as

Ey(t) :=
1

2

∫ 1

0

(
y2t (t, x)

a(x)
+ y2x(t, x)

)
dx+

β

2
y2(t, 1)

−
∫ 1

0

F (y(t, x))

a(x)
dx+

1

2

∫ t

t−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds, ∀ t ≥ 0.

Moreover, the energy satisfies the following estimate:

Theorem 5.7. Assume Hypothesis 5.4.2, a (WD) or (SD) and let y be a mild

solution to (5.11) defined on [0, T ). If Ey(t) ≥ 1
4 ∥yt(t)∥

2
L2

1
a

(0,1) for any t ∈ [0, T ),

then
Ey(t) ≤ C(t)Ey(0) ∀ t ∈ [0, T ),

where C(·) is the function defined in (3.13).

Proof. Let y be a solution of (5.11). Differentiating formally Ey with respect
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to t, using the Gauss Green formula and the boundary conditions, we have

dEy(t)

dt
=

∫ 1

0

(yt(t, x)ytt(t, x)
a(x)

+ yx(t, x)yxt(t, x)
)
dx+ βy(t, 1)yt(t, 1)

−
∫ 1

0

f(y(t, x))yt(t, x)

a(x)
dx+

1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H

=

∫ 1

0

(yt(t, x)ytt(t, x)
a(x)

− yxx(t, x)yt(t, x)
)
dx+ yx(t, 1)yt(t, 1)

+ yt(t, 1)[−yx(t, 1)− yt(t, 1)]

−
∫ 1

0

f(y(t, x))yt(t, x)

a(x)
dx+

1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H

=

∫ 1

0

(yt(t, x)ytt(t, x)
a(x)

− yxx(t, x)yt(t, x)
)
dx− y2t (t, 1)

−
∫ 1

0

f(y(t, x))yt(t, x)

a(x)
dx+

1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H .

Again one has
dEy(t)

dt
≤ 2b2(|k(t+ τ)|+ |k(t)|)Ey(t)

and the thesis follows using the Gronwall Lemma.

It remains to prove the well posedness assumption, i.e. Hypothesis 5.4.2,
for (5.11). Again Proposition 3.1 holds in this context and the analogue of
Proposition 3.2 is the following:

Proposition 5.2. Assume Hypothesis 5.3 and a (WD) or (SD). Take T > 0
and let Y be a non trivial solution of the abstract problem with initial data
Y 0 ∈ M0 and ψ ∈ C([−τ, 0],M0), defined on [0, δ), with δ ≤ T . The following
statements hold:

1. if h
(∥∥(y0)′∥∥

L2(0,1)

)
< 1

2 , then Ey(0) > 0;

2. if h
(∥∥(y0)′∥∥

L2(0,1)

)
< 1

2 and h(2
√
C(T )Ey(0)) <

1
2 , then

Ey(t) >
1

4
∥yt(t)∥2L2

1
a

(0,1) +
1

4
∥yx(t)∥2L2(0,1) +

β

4
y2(t, 1)

+
1

4

∫ t

t−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds

for all t ∈ [0, δ), being C(·) the function defined in (3.13). In particular,

Ey(t) >
1

4
∥Y (t)∥2M0

, ∀ t ∈ [0, δ).
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As a consequence, one has that Hypothesis 5.4.2 for system (5.11) still holds:

Theorem 5.8. Assume Hypotheses 3.1, 5.3 and Hypothesis 5.4.1. Consider
the abstract problem associated to (5.11), with initial data Y 0 ∈ M0 and ψ ∈
C([−τ, 0];M0). Then the problem satisfies Hypothesis 5.4.2 and, if the initial
data are sufficiently small, the corresponding solutions exist and decay expone-
tially according to the following law

∥Y (t)∥M0
≤Meα

(∥∥Y 0
∥∥
M0

+

∫ τ

0

eωs|k(s)|·∥ψ(s− τ)∥M0
ds

)
e−(ω−ω′−ML(Cρ))t,

for any t ∈ (0,+∞).

5.2.2. The second order problem in divergence form

Now, we consider the problem governed by a second order degenerate oper-
ator in divergence form. In particular, we consider the following problem:

ytt(t, x)− (ayx)x(t, x) + k(t)BB∗yt(t− τ, x) = f(y(t, x)), (t, x) ∈ Q,{
y(t, 0) = 0, if a is (WD),

limx→0(ayx)(t, x) = 0, if a is (SD),
t > 0,

βy(t, 1) + yx(t, 1) + yt(t, 1) = 0, t > 0,

y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ (0, 1),

(5.13)
where β > 0. Following [4], we consider the following space

Q1
a(0, 1) := {u ∈ L2(0, 1) : u is locally absolutely continuous in (0,1],

√
au′ ∈ L2(0, 1)},

with inner product

⟨u, v⟩21,a :=

∫ 1

0

uv dx+

∫ 1

0

au′v′dx

and norm
∥u∥21,a := ∥u∥2L2(0,1) + ∥

√
au′∥2L2(0,1),

for all u, v ∈ V 1
a (0, 1). Next, denote by W 1

a (0, 1) the space Q1
a(0, 1) itself if a

is (SD) and, if a is (WD), the closed subspace of Q1
a(0, 1) consisting of all the

functions u ∈ Q1
a(0, 1) such that u(0) = 0. Moreover, define

Q2
a(0, 1) := {u ∈ Q1

a(0, 1) : au
′ ∈ H1(0, 1)},

W 2
a (0, 1) :=W 1

a (0, 1) ∩Q2
a(0, 1)

and
N0 :=W 1

a (0, 1)× L2(0, 1).
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On Q2
a(0, 1) and N0 consider inner products and norms given by

⟨u, v⟩22,a :=

∫ 1

0

uv dx+

∫ 1

0

au′v′dx+

∫ 1

0

(au′)′(av′)′dx,

∥u∥22,a := ∥u∥2L2(0,1) + ∥
√
au′∥2L2(0,1) + ∥(au′)′∥2L2(0,1),

for every u, v ∈ Q2
a(0, 1) and

⟨(u, v), (ũ, ṽ)⟩N0
:=

∫ 1

0

au′ũ′dx+

∫ 1

0

vṽdx+ βa(1)u(1)ũ(1),

∥(u, v)∥2N0
:=

∫ 1

0

(
√
au′)2dx+

∫ 1

0

v2dx+ βa(1)u2(1)

for every (u, v), (ũ, ṽ) ∈ N0. Finally, setting

D(Md) := {(u, v) ∈W 2
a (0, 1)×W 1

a (0, 1) : βu(1) + u′(1) + v(1) = 0},

we can define the operator matrix Md : D(Md) ⊂ N0 → N0 given by

Md :=

(
0 Id
Md 0

)
,

where Mdu := (au′)′ for all u ∈ W 2
a (0, 1). As proved in [4], one has that

(Md, D(Md)) generates a contraction semigroup (V (t))t≥0 in N0 and the fol-
lowing well posedness and stability result holds for the undelayed problem

ytt(t, x)− (ayx)x(t, x) = 0, (t, x) ∈ Q,

y(t, 0) = 0, t > 0,{
yx(t, 0) = 0, if a is (WD),

limx→0(ayx)(t, x) = 0, if a is (SD),
t > 0,

βy(t, 1) + yx(t, 1) + yt(t, 1) = 0, t > 0,

y(0, x) = y0(x), yt(0, x) = y1(x), x ∈ (0, 1).

(5.14)

Theorem 5.9. (see [4, Corollary 4.2 and Theorem 4.5]) Assume a (WD) or
(SD). If (y0, y1) ∈ N0, then there exists a unique mild solution

y ∈ C1([0,+∞);N0) ∩ C([0,+∞);D(Md))

of (5.14) which depends continuously on the initial data (y0, y1) ∈ N0. If
(y0, y1) ∈ D(Md), then the solution y is classical, in the sense that

y ∈ C2([0,+∞);L2(0, 1)) ∩ C1([0,+∞);W 1
a (0, 1)) ∩ C([0,+∞);W 2

a (0, 1)).

Moreover, if β > 0 and y is a mild solution of (5.14), then there exists a suitable
constant C > 0 such that the energy associated to (5.14) given by

Ey(t) :=
1

2

∫ 1

0

(
y2t (t, x) + a(x)y2x(t, x)

)
dx+

β

2
a(1)y2(t, 1), ∀ t ≥ 0,
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decays exponentially, i.e. ∃ T0 > 0 such that

Ey(t) ≤ Ey(0)e1−
t

T0 ,

for all t ≥ T0.

Thus, if β > 0, the solutions of (5.14) decay exponentially uniformly and the
semigroup (V (t))t≥0 is exponentially stable, i.e. it satisfies an inequality similar
to (2.6).

In order to study the delayed problem (5.13) we consider the following as-
sumptions:

Hypothesis 5.5. Let f : W 1
a (0, 1) → L2(0, 1) be a continuous function such

that

1. f(0) = 0 ;

2. for all r > 0 there exists a constant L(r) > 0 such that, for all u, v ∈
W 1

a (0, 1) satisfying ∥
√
au′∥L2(0,1) ≤ r and ∥

√
av′∥L2(0,1) ≤ r, one has

∥f(u)− f(v)∥L2(0,1) ≤ L(r)
∥∥√au′ −√

av′
∥∥
L2(0,1)

;

3. there exists a strictly increasing continuous function h : R+ → R+ such
that

⟨f(u), u⟩L2(0,1) ≤ h(
∥∥√au′∥∥

L2(0,1)
)
∥∥√au′∥∥2

L2(0,1)
,

for all u ∈W 1
a (0, 1).

Hypothesis 5.6. Suppose that:

1. (3.6) is satisfied (in this case the constants are associated to the semigroup
(V (t))t≥0);

2. there exist T, ρ > 0, Cρ > 0, with L(Cρ) <
ω−ω′

M such that if Y 0 ∈ N0 and
ψ ∈ C([−τ, 0];N0) satisfy∥∥Y 0

∥∥2
N0

+

∫ τ

0

|k(s)| · ∥g(s− τ)∥2N0
ds < ρ2,

then the abstract system associated to (5.13) has a unique solution Y ∈
C([0, T );N0) satisfying ∥Y (t)∥N0

≤ Cρ for all t ∈ [0, T ).

Theorem 3.1 still holds and the function F defined in (3.8) satisfies the
following estimate.

Lemma 5.3. Assume Hypothesis 5.5 and a (WD) or (SD). Then∣∣∣∣∣
∫ 1

0

F (y)dx

∣∣∣∣∣ ≤ 1

2
h(
∥∥√ay′∥∥

L2(0,1)
)
∥∥√ay′∥∥2

L2(0,1)
,

for all y ∈W 1
a (0, 1).
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Under the well posedness Hypothesis 5.6.2 and using the function F , we can
define the energy associated to (5.13) in the following way:

Definition 5.3. Let y be a mild solution of (5.13) and define its energy as

Ey(t) :=
1

2

∫ 1

0

(
y2t (t, x) + a(x)y2x(t, x)

)
dx+

β

2
a(1)y2(t, 1)

−
∫ 1

0

F (y(t, x))dx+
1

2

∫ t

t−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds, ∀ t ≥ 0.

The next estimate holds.

Theorem 5.10. Assume Hypothesis 5.6.2, a (WD) or (SD) and let y be a mild

solution to (5.13) defined on [0, T ). If Ey(t) ≥ 1
4 ∥yt(t)∥

2
L2(0,1) for any t ∈ [0, T ),

then
Ey(t) ≤ C(t)Ey(0) ∀ t ∈ [0, T ),

where C(·) is the function defined in (3.13).

Proof. Let y be a solution to (5.13). Proceeding as before, one has

dEy(t)

dt
=

∫ 1

0

(
yt(t, x)ytt(t, x) + a(x)yx(t, x)yxt(t, x)

)
dx+ βa(1)y(t, 1)yt(t, 1)

−
∫ 1

0

f(y(t, x))yt(t, x)dx+
1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H

=

∫ 1

0

(
yt(t, x)ytt(t, x)− (ayx)x(t, x)yt(t, x)

)
dx

+ (ayx)(t, 1)yt(t, 1) + a(1)yt(t, 1)[−yx(t, 1)− yt(t, 1)]

−
∫ 1

0

f(y(t, x))yt(t, x)dx+
1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H

=

∫ 1

0

(
yt(t, x)ytt(t, x)− (ayx)x(t, x)yt(t, x)

)
dx− a(1)y2t (t, 1)

−
∫ 1

0

f(y(t, x))yt(t, x)dx+
1

2
|k(t+ τ)| · ∥B∗yt(s)∥2H

− 1

2
|k(t)| · ∥B∗yt(t− τ)∥2H .

Since, also in this case, one can prove that

dEy(t)

dt
≤ 2b2(|k(t+ τ)|+ |k(t)|)Ey(t),

the thesis follows as in Theorem 3.2.
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In this case Proposition 3.2 becomes

Proposition 5.3. Assume Hypothesis 5.5 and a (WD) or (SD). Take T > 0
and let Y be a non trivial solution of the abstract problem associated to (5.13),
with initial data Y 0 ∈ N0 and ψ ∈ C([−τ, 0];N0), defined on [0, δ), with δ ≤ T .
The following statements hold:

1. if h
(∥∥√a(y0)′∥∥

L2(0,1)

)
< 1

2 , then Ey(0) > 0;

2. if h
(∥∥√a(y0)′∥∥

L2(0,1)

)
< 1

2 and h(2
√
C(T )Ey(0)) <

1
2 , then

Ey(t) >
1

4
∥yt(t)∥2L2(0,1) +

1

4

∥∥√ayx(t)∥∥2L2(0,1)
+
β

4
a(1)y2(t, 1)

+
1

4

∫ t

t−τ

|k(s+ τ)| · ∥B∗yt(s)∥2H ds

for all t ∈ [0, δ), being C(·) the function defined in (3.13). In particular,

Ey(t) >
1

4
∥Y (t)∥2N0

, ∀ t ∈ [0, δ).

As a consequence we have the last theorem.

Theorem 5.11. Assume Hypotheses 3.1, 5.5 and Hypothesis 5.6.1. Consider
the abstract problem associated to (5.13), with initial data Y 0 ∈ N0 and ψ ∈
C([−τ, 0];N0). Then the problem satisfies Hypothesis 5.6.2 and, if the initial
data are sufficiently small, the corresponding solutions exist and decay expone-
tially according to the following law

∥Y (t)∥N0
≤Meα

(∥∥Y 0
∥∥
N0

+

∫ τ

0

eωs|k(s)| · ∥ψ(s− τ)∥N0
ds

)
e−(ω−ω′−ML(Cρ))t,

for any t ∈ (0,+∞).
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