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Abstract

Light-harvesting system 2 (LH2) executes the primary processes of photosynthesis in purple

bacteria; photon absorption and energy transportation to the reaction centre. A detailed

mechanistic insight into these operations is obscured by the complexity of the light-harvesting

systems, particularly by the chromophore-environment interaction. In this work, we focus

on the effects of the protein residues that are ligated to the bacteriochlorophylls (BChls),

and construct potential energy surfaces of the ground and first optically-excited state for the

various BChl-residue systems, where we in each case consider two degrees of freedom in the

intermolecular region. We find that the excitation energies are only slightly affected by the
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considered modes. In addition, we see that axial ligands and hydrogen-bonded residues have

opposite effects on both excitation energies and oscillator strengths, by comparing to the

isolated BChls. Our results indicate that only a small part of the chromophore-environment

interaction can be associated with the intermolecular region between a BChl and an adjacent

residue, but that it may be possible to selectively raise or lower the excitation energy at the

axial and planar residue positions, respectively.

Introduction

The initial steps of photosynthesis are the capture of sunlight and subsequent delivery of

the absorbed solar energy to the reaction centre, where charge separation takes place. These

tasks are performed by the photosynthetic light-harvesting systems which consist of chro-

mophores held in place by a protein scaffold. The exact mechanisms which make possible

the highly efficient1–6 energy transfer processes in these systems are not fully understood,

but are a topic of intense research.

The many degrees of freedom activated at biological temperatures make for a highly fluc-

tuating environment. It therefore came as a surprise when evidence of sustained quantum

dynamics was found in photosynthetic light-harvesting systems.7,8 The role of quantum co-

herent motion in energy transfer and charge separation is still one of the big open questions

in the field; however, in recent years, the debate has been gravitating towards the interaction

between the photoactive chromophores and the noisy environment. It is now known that

the environment interaction plays a decisive and potentially constructive part in the energy

transfer. So-called noise-assisted transport is the idea that the interplay of the relevant sys-

tem with its fluctuating environment opens up relaxation pathways which direct the energy

towards a sink, which in some cases boosts the transfer rate compared to the fully coherent

situation.9,10

To understand the detailed mechanisms of photosynthetic light-harvesting, theoretical
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models need to be able to simulate the dynamics in the experimental spectra obtained

using ultrafast spectroscopies. Our previous paper demonstrated that highly accurate mul-

tireference quantum chemical methods can be used to compute input parameters for the

theoretical models.11 In particular, we calculated excitation energies and transition dipole

moments for all bacteriochlorophylls a (BChls) in light-harvesting system 2 (LH2). Along

with the resonant coupling terms, these parameters make up the backbone of the model.

However, realistic models also need an accurate description of the interaction with the envi-

ronment.12 Usually, this information is contained in the spectral density, which is the density

of bath modes weighted by the square of their couplings to the system. In most theoretical

methods, the spectral density enters as a perturbation, but it has also been employed for

non-perturbative methods.13 Alternatively, specific interactions with the environment can

be included explicitly as individual degrees of freedom.

The growing body of work on the chromophore-environment interaction has seen a wide

fan of different approaches.14 Perhaps the most common approach is a classical treatment

of the environment,15–21 either in form of continuum models or point-charges models. The

effect of the environment can then be elucidated by comparing different partitionings of an

inner quantum region and an outer classical region, or by performing a molecular dynamics

simulation and Fourier transforming the autocorrelation function of the site-energy fluctua-

tions to obtain the spectral density. An immediate disadvantage with these methods is the

low accuracy and neglect of quantum contributions. A similar, but fully quantum mechan-

ical, approach is to use subsystem TDDFT, which divides the whole system into smaller

fragments, thus allowing systems with more than 1000 atoms to be treated.22–24

An alternative strategy to the molecular-dynamics based method, is to calculate the spec-

tral density directly using normal mode analysis.25,26 The spectral density gives information

on the dynamical evolution due to the coupling to the environment, whereas systematically

including larger environments will give the static contribution to the energy. While both

pieces of information may be sufficient to model experimental spectra, a complete under-
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standing of the role of the environment also requires the conformational changes induced by

the environment to be known. Such geometrical variations may be quantified using normal-

coordinate structural decomposition and subsequently correlated to the site energies, thus

revealing the most important conformational changes.27

Theoretical methods have been the preferred choice for extracting energies and couplings

from within light-harvesting complexes, but experimental methods are now emerging. The

experimental techniques generally require a bottom-up approach to isolate specific energies

or couplings. Some examples include a comparison of single chlorophylls with and without

an axial ligand28 and a study of a BChl dimer.29 However, top-down approaches, such

as comparing structures and spectra of closely related pigment-protein complexes can give

invaluable clues to the underlying mechanisms.30

In this work, we take a separate approach as we narrow our study to the intermolecular

regions between BChls and adjoining protein residues in LH2. We map out potential energy

surfaces (PESs) for the ground state and optically-accessible excited state of two-dimensional

intermolecular modes where one coordinate is associated with the BChl and the other with

either an axial ligand or a hydrogen bonded (H-bonded) residue. To highlight the smaller

differences between the groung and excited state, we also plot the excitation energy surfaces

(EESs). Subsequently, we perform a vibrational analysis to investigate the interplay of

nuclear and electronic motion.

The BChls in LH2 are arranged in two parallel rings, one containing 9 BChls, the other

consisting of 18 BChls, see Figure 1. The closer packing in the latter causes a redshift of the

excitation energy, resulting in an absorption band at around 850 nm, while the other ring

absorbs at about 800 nm. The rings are named B850 and B800 accordingly.

Computational work on the LH2 system is aided by the high degree of symmetry. The

crystal structure31 has C3 symmetry, which allowed us to consider only one of the three

subunits in our previous work.11 The B800 BChls in this subunit are not identical, but they

are sufficiently similar that we, in this work, only consider one such chromophore with its

4

Page 4 of 30

ACS Paragon Plus Environment

The Journal of Physical Chemistry

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60



adjacent protein residues, which are always the same; arginine and a carboxylated methionine

(henceforth only referred to as methionine). The B850 BChls are alternating between two

different orientations, which we designate the BChl α and the BChl β. In addition, they

toggle between having a tyrosine and a tryptophan residue in the immediate environment.

We therefore need to study both the α and the β monomers. Both monomers are also ligated

to a histidine residue.

Tyrosine/tryptophan/arginine links the apoprotein and the B850 α/B850 β/B800 BChl

via a H-bond between an acetyl group on the BChl and a hydroxyl/amine/amine on the

residue. It has previously been proposed that the rotation around the acetyl group is a

mechanism to tune the site-energy.11,32,33

Histidine/methionine on the other hand is positioned above the macrocycle ring, and

may interact with the magnesium in the BChl. This interaction can possibly redistribute

charge34–36 or pull the Mg slightly out of the plane. Figure 2 shows the specific residues and

BChl units studied in this work.

How the different mechanisms affect the excitation energies, and in turn, the energy

transfer, is not fully understood. However, a comprehensive study15 on the environmen-

tal effects in the Fenna-Matthews-Olson37,38 (FMO) pigment-protein complex, found that

interactions between the BChl with the axial ligand and with the H-bonded residues were

responsible for tuning the site-energies. These modulations were attributed mainly to elec-

trostatic interactions, but also to short-range quantum interactions. Also the experimental

work28 on a chlorophyll with an axial ligand found the axial ligand to have a strong impact

on the absorption, although it is unclear whether this effect was purely electrostatic, since

the ligand was charged.

Concerning the H-bonded residues, it has been known for a long time that altering the

primary structure of the apoproteins leads to substantial shifts in the absorption band and

energy transfer properties. This occurs naturally in LH332 but it has also been demonstrated

using site-directed mutagenesis on LH2.39 It was argued that changes in the H-bonding pat-
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Figure 1: Light Harvesting System 2 constituted by a protein scaffold (green) and two rings
of bacteriochlorophylls; the B850 ring (red) containing 18 BChls, and the B800 ring (blue)
containing 9 BChls. Carotenoids have been omitted for clarity.
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terns (or lack of H-bonds in LH3) between the BChls and the protein affected the confor-

mation of the C3 acetyl groups, which in turn shifted the excitation energy. However, in a

recent, more detailed study of water-soluble chlorophyll binding proteins, modifications of

the H-bonding to a nearby tryptophan residue brought on ring deformation of the chlorophyll

macrocycle which could explain the observed spectral shift.30

The computational study of intermolecular BChl-protein modes presented herein will

provide new insight into the fine-tuning of BChl site energies in LH2. By isolating the

degrees of freedom to the intermolecular region, we obtain a clearer picture of the dynamics

at the points of contact between the BChl and the protein, and can give an estimate of how

much of the total effect of the environment is captured in this region.

Figure 2: Background: Light Harvesting System 2 as seen in Figure 1. Middle: BChl units
304, 305 and 308 are chosen as representative units to study the effect of proximate protein
residues. Clockwise from the top left: The BChl-residue complexes studied herein are BChl-
tyrosine, BChl-arginine, BChl-carb. methionine, BChl-tryptophan and BChl-histidine, with
residue numbers 44, 20, 1, 45 and 31, following the numbering in protein database file 1NKZ.
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Computational Methods

Structures preparation

The structure preparation procedure starting with the crystal structure31 is detailed in our

previous paper, the new feature here is simply that the residue is included and truncated at

the peptide bond as indicated by Figure 3, and that the mentioned degrees of freedom are

altered. Note, however, that we have completely neglected the electrostatics of the environ-

ment on the grounds that the BChl units are embedded in the apolar part of the protein

and hence we do not expect substantial electrostatic effects on the BChl excitation energies,

as seen previously.? ? While ignoring the electrostatic effects introduces some uncertainty

concerning the energies, we are mostly interested in the dynamics of the considered modes,

where we believe the effect of the electrostatic environment is more or less the same on all

configurations. In other words, we assume the electrostatics to only shift the surfaces up or

down, not to change their shapes.

Figure 3: Structure of a generic, truncated amino acid showing how the peptide bond is
saturated. R indicates the residue side chain, which in our study can be tyrosine, tryptophan,
histidine, arginine and (neutral or negative) methionine.

In case the investigated mode is some concerted motion, we will for each of the five

residues consider two degrees of freedom. For tyrosine, tryptophan and arginine we investi-

gate the joint effect of the dihedral angle of the acetyl moiety and the shuttling of the proton

in the H-bond. For histidine we will consider the movement of the Mg and the histidine rel-

ative to the original crystal structure. For methionine we performed a vibrational frequency

analysis (see the supplementary information) and found a dominating stretching mode on
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the carboxylic functional group that we used as one coordinate, while the position of the Mg

atom relative to the crystal structure remained the second coordinate. The various modes

are depicted in Figure 4.

More specifically for the H-bonded residues, we compute ground- and excited state en-

ergies for the grid of configurations defined by the crystal structure with the dihedral angle

ranging from -10 degrees to +6 degrees with respect to the starting structure, and the proton

in the H-bond displaced -0.4 to 1.1 Å with respect to the starting structure (-0.5 to 1.1 Å in

the tyrosine case), but with the hydrogen moved along the straight line connecting the BChl

and the residue. Increments are 2 degrees and 0.1 Å, respectively.

For the BChl-histidine complex, we first defined a vector on the straight line from Mg to

the closest N on histidine, and then displaced both Mg and the whole of histidine indepen-

dently along the vector in the intervals [-0.3,0.3] and [-0.5,0.5], with increments of 0.05 and

0.1 Å, respectively.

For the BChl-methionine calculations, we defined a vector on the straight line between

Mg and the closest O on methionine for all configurations. The Mg was moved along this

vector, in the same increments as for the BChl-histidine calculation, while the eigenvector of

the vibrational mode, see supplementary information, was scaled by multiples of 0.05, which

meant the nearest O atom moved in steps of approximately 0.033 Å towards the BChl and

the nearest C atom moved in steps of approximately 0.19 Å away from the BChl. For the

methionine calculations we also repeated the calculations with a negative charge, since the

protonation state of this residue is undetermined.

Energy Evaluation

As the method of our previous paper is computationally expensive, we chose to use time-

dependent density-functional theory (TD-DFT)40–42 to map out the surfaces. Some selected

configurations were also calculated with MS-RASPT2/2-roots-SA-RASSCF,43–46 so as to

validate the TD-DFT results. Again, we employed the same specifications as in the pre-
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(a) (b)

(c) (d)

(e)

Figure 4: Intermolecular modes between BChls and residues. The considered modes between
a) BChl unit 304 and tyrosine, b) BChl unit 305 and tryptophan and c) BChl unit 308 and
arginine, are the dihedral angle of the acetyl moiety (blue curved arrow) and the shuttling
of the proton in the H-bond (red arrow). For BChl unit 304 with the axial histidine residue
in d), we consider the movements of the Mg atom and the entire truncated histidine along
their displacement vector (indicated by the yellow dashed line). In e), the Mg atom of BChl
unit 308 is also moved along the vector defined by the nearest O on methionine and Mg
itself, but on the methionine we consider a vibrational mode where the nearest O and the
adjacent C atom contract or move apart. More on this vibrational mode can be found in
the supplementary information.
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vious article, namely an ANO-RCC double zeta basis set,47 same active space (26 active

electrons, 11 orbitals in RAS1, 4 in RAS2, 10 in RAS3, 3 holes and excitations), using

MOLCAS [version 7.8]48 and some features from the developer code [version 8.1] to speed

up the calculation.49 Hydrogen atoms were added using the program Avogadro,50 and their

positions optimized with PM651 using Gaussian version 09.52 Full cartesian coordinates of

the considered molecular systems are given as supplementary information.

For all TD-DFT calculations, we employed the LS-DALTON quantum chemistry pack-

age53 [version 2015.0]. We used the 6-311+G* basis set,54–56 with the df-def2 auxiliary

basis.57 We employed the PBE0 exchange-correlation functional,58 as this has been found to

yield low errors compared to a benchmark DFT/MRCI method, when calculating excitation

energy differences among FMO bacteriochlorophylls.59 For evaluating integrals, we utilized

density-fitting for the Coulomb contribution, so as to speed up the calculations, together

with a threshold of 10−15.For the density optimisation procedure, we used a dynamic SCF

convergence threshold (.COVNDYN). Due to the relatively large size of the molecule, we

used a trilevel starting guess and the Augmented Rothaan-Hall method for density optimi-

sation together with a reduced space solver based Davidson’s algorithm.60 We calculated 5

excitation energies, in order to find the relevant excited state corresponding to an optical

transition with a large oscillator strength.

The energy evaluation procedure described above was chosen after trial and error showed

it was the best compromise for all considered systems. However, some calculations did not

converge, which resulted in holes in some of the surfaces.

Vibrational Analysis

The PESs provide information on the nuclear motion and how vibrations can couple to

electronic transitions. While much can be learned from visual inspection of the surfaces,

other insights require actual calculation. To investigate the interplay between the vibra-

tional modes and electronic transitions, we calculate the vibrational energies, vibrational
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wavefunctions and their overlaps, and the linear absorption spectra associated with each

considered mode. For these tasks, we employ our newly developed method,61 which accepts

potentials of polynomial form, thus going beyond the limitations of the standard harmonic

approximation and offering much more flexibility than the analytically solvable Morse po-

tential, which is usually the next-level method when anharmonicities are important.

For simplicity, we reduce the problem to one dimension, by only considering the most

important coordinate. The resulting potential energy curve is then fitted to a polynomial

using the polyfit function in Matlab, and the fitted potential is used in the above method.

Convergence of the first 10 vibrational levels with respect to the degree of the fitted polyno-

mial, required some additional potential energy single-point calculations, more details can

be found in the supplementary information.

Results

While the PESs and EESs shed light on the dynamical fluctuations of the site-energies due

to the intermolecular modes, it is interesting to compare to the static contribution of the

residues. We therefore start this Section by looking at the effect the residues have on the

BChl excitation energies by virtue of their presence. Next, we present the PESs and EESs

and lastly the results from the vibrational analysis.

Static Contributions

The static energy shift induced by the presence of the residue is found by subtracting the

energy of the isolated BChls from those of the BChl-residue complexes with unaltered ge-

ometries, i.e. only hydrogens have been optimised. The excitation energies and energy

differences between the bare BChl and the ligated BChl can be found in Table 1, as well as

the moduli of the transition dipole moments (TDMs) and the oscillator strengths. Fortu-

nately, the TD-DFT excitation energies of the isolated BChl units (304, 305 and 308) agree
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well with our previous, more accurate calculations (1.60, 1.63, 1.65 versus 1.66, 1.68, 1.70

eV, respectively), apart from the usual underestimation inherent to DFT. Also, the energy

difference between the isolated and H-bonded BChl unit 304, is about the same for both

TD-DFT and MS-RASPT2/2-roots-SA-RASSCF.

Interestingly, there is a clear distinction between the effect of the axial ligands and the H-

bonded residues on both the energies and the TDMs/oscillator strengths. The axial ligands

lower the excitation energy by 16-45 meV and increase oscillator strengths by 0.012-0.060.

The H-bonded residues had the opposite effect; excitation energies were increased by 3-25

meV, while oscillator strengths were reduced by 0.002-0.008.

Potential Energy Surfaces

The MS-RASPT2/2-roots-SA-RASSCF method and TD-DFT were found to be in good

agreement, particularly for geometries close to the starting structure. The comparison was

made for the BChl-tyrosine complex and can be found in the supplementary information.

The ground state and optically-accessible excited state PESs of all six considered modes,

calculated with TD-DFT, are depicted in Figure 5.

H-bonded Residues

The PESs for the H-bonded residues are qualitatively the same, assuming lopsided single-well

shapes, and not double-wells, in the proton shuttle coordinate, clearly indicating that the

proton favours the residue side over the BChl side. The acetyl rotation coordinate has only a

small effect on the potential energies for the range of dihedral angles we restricted the study

to. The effect of the acetyl rotation is only visible to the naked eye for large displacements

of the proton towards the BChl.
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Histidine Residue

In contrast, the two coordinates in the BChl-histidine complex, the postition of the Mg

and the histidine along their displacement vector, are equally important for the potential

energies, and have a high degree of interdependence. In the PES, see Fig 5d, there is

a shallow valley for the configurations where the Mg-histidine distance is approximately

constant, whereas when the distance decreases the potential energy steeply rises. When the

Mg and the histidine move apart, there is a small increase in potential energy, which is likely

associated with pulling the Mg underneath the MCR plane.

Methionine Residue

For the methionine complexes, i.e. the neutral and the negatively charged, there is again a

dominating coordinate; the vibrational mode we found in the vibrational frequency analysis.

The Mg seems to have a negligible influence on this mode, resulting in an effectively one-

dimensional PES with a clear anharmonic character. The presence of charge has a small

effect on the curvature of the PES, particularly as the vibrational mode extends towards the

BChl.

Excitation Energy Surfaces

To better resolve differences between the ground states and the excited states, we also plot

excitation energy surfaces (EESs), which reveal how the site energies depend on the consid-

ered coordinates. The EESs for the BChl complexes with arginine, histidine and the neutral

methionine are plotted in Figure 6, while the EESs for the remaining complexes can be found

in the supplementary information. The H-bonded residues are qualitatively the same and

exhibit a dip in excitation energy as the proton moves towards the BChl. This decrease is

biggest for arginine, while the decrease in the tyrosine and tryptophan complexes are almost

identical. However, to reach the part of configuration space where the change in excitation

energy is significant, requires a lot of energy. The configuration space in the vicinity of the
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(a) (b)

(c) (d)

(e) (f)

Figure 5: Potential energy surfaces of the ground state (blue) and optically-accessible excited
state (red) of the BChl-residue complexes from Figure 2, with the coordinates defined in the
Structures Preparation Section. The residues are: a) tyrosine b) tryptophan c) arginine d)
histidine e) methionine f) negatively charged methionine. The surfaces have been shifted
such that the lowest ground state energy is zero.
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PESs minima corresponds to the flat parts of the EESs. Furthermore, the acetyl rotation

has very little impact on the EESs. Again, the changes are smaller for the tyrosine and

tryptophan complexes than for the arginine complex.

For the axial ligands, the EESs are exceptionally flat. The BChl-histidine complex shows

a slightly higher excitation energy when the Mg and the histidine are at the closest, but

moving them 1.6 Å further apart only results in a change in the excitation energy of less

than 0.02 eV. This is in accordance with our previous study which showed that the Mg

orbitals hardly participated in the excitation. For the methionine complexes, it turned out

that the vibrational mode on the methionine was slightly more important for the excitation

energy than the Mg coordinate. The addition of charge did not seem to change the overall

picture, however, this particular system was especially difficult to calculate with our chosen

energy evaluation method, which resulted in an erratic, irregular surface.

(a) (b) (c)

Figure 6: Excitation energy surfaces of the ground to first optically-excited state transition
for the a) BChl-arginine complex b) BChl-histidine complex and c) BChl-methionine com-
plex. The surfaces are computed as the difference between the ground and excited state
energies in Figure 5 and make it possible to see the small differences between the ground and
excited state PESs. To our surprise, the EESs are rather flat and are hardly affected by the
coordinates we considered. The remaining EESs, which contain no new features compared
to the ones presented here, can be found in the Supplementary Information.

Vibrational Analysis

Since there is a dominating coordinate in each of the PESs, mapping the systems to one

dimension is straightforward. For the H-bonded residues this means we only take the poten-

tial energy curve of the shuttling coordinate, leaving the dihedral angle unaltered. For the
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Table 1: Excitation Energies, Oscillator Strengths, Transition Dipole Moments of LH2 BChls
w/ and w/o axial ligands or H-bonded residues, computed with TD-DFT

BChl residue excitation energy oscillator transition dipole
# type energy (eV) difference strength moment modulus (eÅ)

304 - 1.5990 - 0.3328 1.5435
304 Tyr 1.5821 -0.0169 0.3451 1.5800
304 His 1.6241 0.0251 0.3253 1.5142
305 - 1.6332 - 0.3425 1.5494
305 Trp 1.6171 -0.0161 0.3670 1.6118
308 - 1.6473 - 0.3400 1.5370
308 Arg 1.6024 -0.0449 0.4004 1.6913
308 Met 1.6549 0.0076 0.3383 1.5296
308 Met− 1.6502 0.0029 0.3480 1.5536

methionine case, we disregard the Mg coordinate, and keep the Mg at the crystal structure

position. In the BChl-histidine complex, the dominant mode is the His-Mg distance, however,

the potential well is too shallow for reasonable/sensible values of His and Mg displacements,

prohibiting a meaningful analysis of this vibrational mode.

For the neutral and negatively charged BChl-methionine complexes, we encountered prob-

lems with overfitting, which is why these two systems were only fitted to a sixth order poly-

nomial, whereas the H-bonded residue complexes were fitted to a sixteenth order polynomial,

the coefficients can be found in Table S1. The vibrational energy levels of the ground and ex-

cited states of the intermolecular modes are found in Table S2. It is clear from the initially

decreasing, but later increasing, energy spacings of the H-bonded residue systems that a

harmonic oscillator or a Morse oscillator description would be inadequate for the considered

systems, since these methods give equidistant and monotonically decreasing energy spacings,

respectively. As perhaps could have been anticipated by inspection of the PES figures, there

is very little difference between the vibrational levels in the electronic ground state and ex-

cited state. Additionally, there is practically no displacement between the surfaces, which

results in negligible overlaps between states with unlike vibrational quantum numbers, and

near-complete overlaps between states with like vibrational quantum numbers. Combined

with the fact that the energy gaps are much larger than the thermal energy at room tem-
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perature (25.7 meV), meaning that only the zeroth vibrational level will be populated, the

linear absorption spectra of the considered modes will consist of single peaks corresponding

to the g0-e0 transitions, see Fig S3 in the supplementary information.

As a rough estimate of the timescale of the various modes (excluding the BChl-histidine

complex), we calculate their vibrational periods by approximating them as harmonic oscilla-

tors, see the supplementary information. We find that all periods of vibration lie in the range

7-12 fs, but expect the histidine mode to be slower since it is more affected by the motion

of the entire protein. A molecular dynamics simulation would be the suggested method to

shed more light on the timescale of the BChl-histidine dynamics.

Discussion

The fact that the axial ligands and H-bonded residues were found to have opposite effects on

both the energies and TDMs/oscillator strengths, could have important implications for the

future design of artificial systems. For example, it is possible to envision an artifical antenna

system where the BChl units are more loosely bound by the histidine residues, and therefore,

in the absence of any other effect, absorbs at longer wavelengths (smaller excitation energy).

However, more work is needed to ascertain if this is a general trend in natural light-harvesting

systems.

The magnitude of these static contributions is quite small, which, combined with the

opposite sign, results in an even smaller cumulative effect of the residues on the BChl site-

energies. Furthermore, the EESs revealed that also geometrical variations in the intermolec-

ular region had little impact on the excitation energies. However, we did not consider the

possible combined effect of both the axial and H-bonded ligand, which, depending on their

mutual dynamics, could enhance or diminish the overall change in excitation energy.

It is important to note, however, that even though we found surprisingly small static and

dynamic contributions induced by the protein residues, it does not mean that large changes
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in site-energies can not be associated with these ligands. This is because we only considered

the BChls with and without the residues as taken directly from the crystal structure. The

residues may also have a big effect on the BChl conformations and thus induce changes in

the site-energy. This has not been accounted for in our study. The use of crystal structure

geometries is supported by the fact that the energies of BChls optimised in their binding

pockets more closely resemble the energies of the crystal structure geometries than those of

BChls optimised in vacuum.22

Furthermore, some of the modes had a relatively small range of motion; this was a

deliberate choice since longer displacements would likely have to be considered in conjunction

with a larger environment, to account for steric hindrance and other effects.

Compared to the experimental work by Kjær et al. on the Soret band absorption of

gas phase chlorophylls (Chls) with an axially bound, negatively charged carboxylate, we

find a much lower energy shift for the neutral histidine and methionine ligands, as also

expected by the authors, but the shifts also have opposite signs. Although the systems differ

in many aspects, the most plausible explanation is perhaps that geometry changes of the

BChl have been neglected. The authors also suggest that the large redshift could be purely

an electrostatic effect, but the results from our BChl-methionine and BChl-methionine−

complexes are almost the same, which indicates that the addition of a negative charge on

the residue has a negligible effect for the BChl excitation energies.

Through our vibrational analysis we found that the electronic transitions are essentially

uncoupled to the considered intermolecular vibrational modes. We therefore do not expect

the studied modes to be essential components of a spectral density, nor do we believe that

they should be treated explicitly in reduced density matrix models. Thus, an explanation

for the large electron-phonon coupling62 in LH2 must be found elsewhere.

While narrowing the investigation to the intermolecular region offers a more intuitive

picture of which modes are important, the disadvantage is that the full effect of the environ-

ment is difficult to obtain. As such, it can serve as a complementary method to the normal
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mode analysis and MD methods by providing detailed mechanistic insight of specific modes.

Thus, the approach is more geared towards understanding the underlying mechanisms than

reproducing spectra. If certain modes are deemed important for the energy transfer, they

can, however, be incorporated in the spectral density by finding the electron-vibrational

coupling via the harmonic approximation or, if the mode is anharmonic, consider the modes

explicitly in reduced density matrix approaches.

Summary and Conclusions

In this paper, we have studied the effect of nearby protein residues on the ground- and

excited state energies of BChls taken from the crystal structure of LH2. Using TD-DFT,

we map out two-dimensional potential energy surfaces and excitation energy surfaces of

selected intermolecular modes between the BChls and adjacent protein residues. The shapes

of these surfaces reveal how the BChl energies are modulated by geometrical fluctuations

in the region connecting the BChls with the protein environment. To our surprise, the

excitation energies are highly robust against the geometrical variations of the considered

modes. Moreover, through a vibrational analysis, we find the S0 − S1 optical transition to

be practically uncoupled to the vibrations of the intermolecular modes.

By comparing to the energies of the corresponding isolated BChls, we find the static

contribution to the excitation energy associated with the mere presence of the protein residue,

i.e. disregarding induced geometry changes. Also these energy shifts are rather small. In

our opinion, the large shifts in absorption seen between LH2 and LH3 can therefore not be

explained solely by the presence/absence of a particular protein residue, but other effects

induced by the residue or the entire binding pocket, such as for example geometry distortion,

must be considered to properly account for these shifts. Work in this direction is in progress.

Interestingly, the axially ligated residues and H-bonded residues had diametrically op-

posite effects on both the excitation energies and the oscillator strengths, when they were

20

Page 20 of 30

ACS Paragon Plus Environment

The Journal of Physical Chemistry

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

58

59

60



added to the isolated BChl. If this holds true for general light-harvesting systems, it could

become an important design principle for artificial systems.

Supplementary Information

The supplementary information material contains a comparison of the TD-DFT and MS-

RASPT2/2-roots-SA-RASSCF methods, additional excitation energy surfaces not included

in the main text, the vibrational analysis results, the xyz starting structures of all the BChl-

residue systems and more information on the vibrational mode on methionine that we used

as one of the degrees of freedom in the main text.
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