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Abstract. This paper presents a framework which makes use of Sentiment Anal-
ysis techniques for retrieving Real World Data (RWD) starting from scheduled 
and corrective maintenance data. The scope of the analysis is to automatically 
extract features from maintenance work orders, in order to calculate Key Perfor-
mance Indicators of maintenance operations on medical devices, for Health Tech-
nologies Assessment purposes. Data are extracted from Computerized Mainte-
nance Management System reports of healthcare facilities.  
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1 Introduction 

World Health Organization (WHO) defines Health Technology Assessment (HTA) 
as “the systematic evaluation of properties, effects, and/or impacts of health technology. 
It is a multidisciplinary process to evaluate the social, economic, organizational and 
ethical issues of a health intervention or health technology. The main purpose of con-
ducting an assessment is to inform a policy decision making.” [1] 

In recent years, the analysis of Real-World Data (RWD) has become more and more 
important in HTA, allowing to generate reliable Real-World Evidence (RWE) which is 
very useful in terms of HTA analysis and reporting. The main challenge about RWD is 
their high degree of heterogeneity. They can originate from Randomized Clinical Trials 
(RCT), epidemiological studies, administrative databases, regulatory or institutional 
registers and secondary sources. In recent years, social media have proved to be one of 
the most popular and wide secondary sources of RWD, surely increasing the level of 
diversity and complexity [2]. Data from social media are public and can be analyzed 
relatively easily, overcoming many logistical obstacles associated with traditional ap-
proaches, while enabling fast and cost-effective data collection, providing a reliable 
insight into the patient experience. Therefore, the design of effective methods for the 
automated extraction of useful and aggregated Smart Data (i.e. data enabling accurate 
and precise decision-making processes) by using data mining processes on various het-
erogeneous sources is currently needed [3]. 
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Sentiment Analysis is a fairly new field of study, grown in parallel with the spread 
of social media, for analyzing opinions, evaluations, attitudes and sentiments of people 
in relation to products, services, organizations, topics and personalities [4]. 

Maintenance is a crucial subject for medical equipment life cycle management. Ev-
idence-based maintenance consists of the continuous performance monitoring of equip-
ment, starting from the evidence and improvement of its effectiveness by making the 
required changes. Maintenance service work orders are stored in Computerized Mainte-
nance Management Systems (CMMS) [5,6,7]. These are software applications which 
supports technicians and managers to track resources, manage work orders and costs, 
schedule maintenance plans and check the compliance to quality standards [8,9,10].  

Other studies have developed failure classification models and KPIs for evaluating 
medical equipment maintenance performance [11]. These methods rely on data ex-
tracted and then classified directly by users, with a subsequential high cost in terms of 
computational evaluation time and resources. 

This study aims to apply Sentiment Analysis and Natural Language Processing 
(NLP) techniques to extract features from maintenance’s work orders reports stored in 
hospital’s CMMS (both scheduled and corrective). The extracted features are then used 
as input to a supervised machine learning (ML) classifier to obtain fault codes and fi-
nally to evaluate KPIs, thus improving evidence-based maintenance. 

2 Methods 

2.1 Sentiment Analysis 

According to literature, there are two main approaches to Sentiment Analysis: Lex-
icon-based approach and Artificial Intelligence (AI) approach. 

• the former uses common dictionaries (e.g. SentiWordNet [12]) to compare 
nouns and adjectives and score them with a positive, neutral or negative 
weight [13,14]. 

• the latter uses AI algorithms to solve NLP problems, and to evaluate the final 
sentiment score by using classification models [15,16]. 

Both techniques require pre-processing normalization and transformation to trans-
form the sentences recovered via text mining [17,18] into comprehensive and usable 
input text. Pre-processing task includes: 

• sequence-splitting (extraction of single sequences from analyzed texts) 
• spell-checking 
• case-folding (making each word lowercased or uppercased) 
• word-stopping (automatically excluding given words from further steps bas-

ing upon dictionaries) 
• lemming/Stemming (converting all verb forms and tenses to present infinitive 

and all plurals nouns to singulars) 
• tokenization (converting text into numerical representation) 
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When using the ML approach, feature extraction and selection are also needed. Typ-
ical NLP algorithms for feature extraction tasks are BoW (Bag of Words) and TF-IDF 
(Terms Frequency – Inverse Document Frequency) [15]. The former simply counts how 
many times each word occurs inside the document, while the latter links each word with 
a statistic measurement estimating the importance of the word itself inside the docu-
ment. Specifically, the weight wij of the word ti inside the document j is evaluated: 

 

𝑤!" = 𝑡𝑓!" × log
𝑁
𝑑𝑓!

 

 
Where: 

• tfij is how many times the word ti occurs inside the document j 
• N is the total number of documents 
• dfi is the number of documents which includes the word ti 

 
Feature selection is the process of selecting the most significant and relevant features 

from a vast set of features in the given dataset. Feature selection helps in finding the 
smallest set of features which results in: 

• faster training  
• reducing the complexity of a model and making it easier to interpret 
• building a sensible model with better predicting power 
• reducing over-fitting by selecting the right set of features.  

 
This task can be performed with filtered methods, wrappers or embedded methods. 

With a filtered method the selection is machine-learning-independent and thus can be 
used with both approaches (supervised and unsupervised). In wrapper methods, the fea-
ture selection process is based on a specific ML algorithm that we are trying to fit on a 
given dataset. With embedded methods, feature selection is done by observing each 
iteration of model training phase (Figure 1). 
 

Figure 1. Schematic representation of Feature Selection methods. 
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Sentiment Analysis may use ML approaches to obtain a sentiment score for the ini-
tial data. In case of supervised ML, a specific algorithm is used to find a statistical 
model which better represents already classified elements, such as Support Vector Ma-
chine (SVM), K-Nearest Neighbors (KNN), Decision-tree, Naïve Bayes (NB), Maxi-
mum Entropy or Neural Networks (NN). 

In unsupervised ML, users do not need to provide the algorithm with output labels. 
Instead, the algorithm is able to autonomously discover patterns and information about 
the selected features.  

A Recurrent Neural Network (RNN) is a class of artificial neural networks for unsu-
pervised ML techniques where connections between nodes form a directed graph along 
a temporal sequence [19]. Convolutional Neural Network (CNN) is another class of 
deep neural networks, most commonly applied to analyzing visual imagery but which 
can also be implemented for NLP problems [20]. 

Figure 2 summarizes the whole described process. 
 

 
Figure 2. Different Sentiment Analysis approaches. 

 

2.2 Failure classification and KPIs 

Tecnicians from the Clinical Engineering service assign a fault code whenever a 
maintenance activity is performed. The code is chosen among a set of available codes 
[11]. This method allows evaluating and managing of the efficacy and efficiency of 
each maintenance operation.  
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Figure 3. Set of available fault codes for both scheduled and corrective maintenance. 

 
The UNI EN 15341:2007 standard [21] describes a system for managing KPIs to 

measure maintenance performance as influenced by key maintenance factors and to 
assess and improve efficiency and effectiveness. The standard suggests that the KPIs 
be structured into three groups to measure every aspect of the maintenance process: 
financial, technological and organizational. Previous studies have taken into account 
the criteria suggested by the above standard and designed a set of 20 KPIs described in 
Table 1 [11]. 

 
Table 1. List of KPIs. 

Index Name Typology 

KPI 1 Downtime (%) (non-availability time) Technological 

KPI 2 Uptime (%) (availability time) Technological 

KPI 3 MTTR (mean time to restoration) Technological 

KPI 4 MTBF (mean time between failures) Technological 

KPI 5 Class failure ratio (fails per class) Technological 

KPI 6 Global failure rate (defectiveness) Technological 

KPI 7 AFR: age failure rate Technological 

KPI 8 “Negligent” actions (%) Organizational 

KPI 9 “1 day” actions Organizational 

KPI 10 SM with failure (%) Organizational 

KPI 11 SM coverage rate (scheduled maintenance) Organizational 

KPI 12 No problem found (fake faults) (%) Organizational 
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KPI 13 No. devices per technician (internal) Organizational 

KPI 14 Time cost of the workforce Organizational 

KPI 15 COSR (cost of service ratio = global maintenance to acquisition 
cost) (%) 

Financial 

KPI 16 External maintenance Cost (% with respect to total maintenance 
cost) 

Financial 

KPI 17 Internal maintenance cost (% with respect to total maintenance 
cost) 

Financial 

KPI 18 Corrective maintenance cost (CM) (% with respect to total 
maintenance cost) 

Financial 

KPI 19 Scheduled maintenance cost (SM) (% with respect to total 
maintenance cost) 

Financial 

KPI 20 Cost of spare parts (+ consumables) (% with respect to total 
maintenance cost) 

Financial 

 
 

3 Results 

The input of the designed framework is a collection of work orders extracted from 
the CMMS. The work orders alone cannot be directly used to input the system. In fact, 
data are unstructured (i.e. they are written in several different ways), resulting in un-
structured information. Hence, the first step is to implements a TimeML compliant 
time-expression tagger [22]. HeidelTime has been chosen to be implemented as tem-
poral tagger to extract time information and normalize them according to TimeML’s 
TimeX3 tag. Once data have been tagged and normalized, common Sentiment Analysis 
algorithms can be applied. 

 Preprocessing is initially needed to obtain semantically meaningful words and usa-
ble input text to subsequently perform feature extraction and selection on. This is 
achieved by using Sentiment Analysis preprocessing methods described in chapter 2. 

Then TF-IDF algorithm is used for feature extraction. This has been chosen over 
BoW because more accurate and reliable. However, frequent words may not always 
have semantic significance and so they might be excluded from the obtained features. 
Moreover, this technique may easily lead to a huge amount of features which would 
cause the machine learning process to be spatial and temporal impracticable. Drop-
feature predictive method is indeed used to give each feature a score (feature im-
portance) to define which features have relevance in computational terms and which 
not, and so perform a feature selection. 

Initial data contained inside the work orders of the CMMS can often be unbalanced, 
i.e. some classes may occur more frequently than others. This kind of data significantly 
reduces the performance of machine learning models: classifiers trained with unbal-
anced data tends to completely ignore the minority classes despite being useful for the 
final result. Many algorithms actually exist which prevent unbalanced learning by over-
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sampling or undersampling the starting dataset. Synthetic Minority Oversampling Tech-
nique (SMOTE) has been successfully applied in many cases where unbalanced learn-
ing needed to be avoided, and it allows to add new data to the original dataset creating 
artificial datapoints based upon likeness between existent minorities [23].   
 

Thereafter, machine-learning models are implemented to classify the extracted and 
filtered features. Support Vector Machine (SVM) supervised classifier has been chosen 
because it performs better in high-dimensions spaces and has a good cost-to-perfor-
mance ratio [23,24]. 

The desirable output is a classification of the number of maintenance operations for 
type of fault code, both for scheduled and corrective maintenance. Finally, a subset of 
the previously described KPIs (especially the technological ones) can be automatically 
evaluated by using some fault codes or a combination of them (Figure 4). 

 

 
Figure 4. Designed framework for automatic classification of maintenance's work orders. 

4 Conclusion 

The proposed HTA framework implements Sentiment Analysis methods to analyze 
RWD extracted from maintenance’s work orders reports manually produced inside 
CMMS.  

The analysis itself is a restricted NLP problem. In fact, the system does not need to 
comprehend the semantic of each phrase, but just few features correlated to the mainte-
nance classification according to a set of available fault codes. This type of RWD are 
extremely unstructured and unbalanced, so external algorithms and models (time-ex-
pression tagging, SMOTE) are needed to transform them to be suitable for the analysis. 
Sentiment Analysis’ common preprocessing is then performed (lemming, stemming, 
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case-folding, tokenization), followed by feature extraction via TD-IDF algorithm, fea-
ture selection via drop-feature algorithm and supervised machine learning classification 
with SVM.  

The output is a multi-class classification of work orders with fault codes, allowing 
an evidence-based maintenance approach, which monitors the efficacy and efficiency 
of maintenance operations on medical devices. KPIs are (partly) automatically calcu-
lated by the system, allowing top-management to objectively better understand the 
weak points and improve the process.  

Eventually, the designed framework leads to an optimization of costs and resources, 
and also to improvements in terms of patients’ safety and risk management by predict-
ing faults of critical assets.  
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