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Splittings in GBL-algebras I: the general case

Paolo Aglianò

Abstract. We study and characterize splitting algebras in varieties of
integral residuated (semi)lattices; the main result is a complete charac-
terization of the splitting algebras in the variety of GBLew-algebras, i.e.
integral, bounded, commutative and divisible residuated lattices.
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1. Introduction

The concept of splitting algebra has a lattice theoretic origin: in [36] P.M.
Whitman introduced splitting lattices and proved the first basic results about
them. Splitting algebras have the property to split the lattice of subvarieties
Λ(V) of a variety V into the disjoint union of a principal filter and a principal
ideal; if A is splitting for V then there is a subvariety WA such that for any
U ⊆ V either A ∈ U or U ⊆WA.

R. McKenzie in [31] showed that splitting lattices are useful for inves-
tigating non modular varieties of lattices, thus putting the concept in the
forefront; a classification of all finite lattices that are splitting for the vari-
ety of all lattices followed [32]. In the same period R. McKenzie was proving
results about splitting lattices, in another part of the world V. Jankov was
studying intermediate logics, equivalently varieties of Heyting algebras; what
he did, in our language, was to show that any finite subdirectly irreducible
Heyting algebra is splitting for any variety of Heyting algebras to which it
belongs [23]. He did that by mean of the so-called Jankov formulas, a con-
cept that has been recycled many times; a crucial part of his proof used the
well known characterization of subdirectly irreducible Heyting algebras, i.e.
that any such Heyting algebra has a unique maximal lower cover of the top
element 1. Jankov’s results were later generalized by Blok and Pigozzi; in
[11] they showed that in a variety with equationally definable principal con-
gruences (EDPC) every finitely presentable subdirectly irreducible algebra is
splitting. It follows that in a variety having both the EDPC and the finite
model property all the finite subdirectly irreducible algebras are splitting;



2 P. Aglianò

the connection here is that Heyting algebras do enjoy both properties. For a
more detailed account of other connections between varieties with EDPC and
Jankov formulas the interested reader may want to look at the first section
in [3].

Here we deal with residuated semilattices or lattices that may or may
not be lower bounded. We will see that a proper description of the (finite)
subdirectly irreducible algebras in a variety is a crucial ingredient for the
characterization of splitting algebras. Our techniques build on the one em-
ployed in [3], where we characterized splitting algebras in some proper variety
of GBL-algebras.

2. Preliminary results

2.1. Residuated semilattices

An algebra A = 〈A,∨,∧, ·,→,←, 0, 1〉 is an FL-algebra1 if

(1) 〈A,∨,∧〉 is a lattice;
(2) 〈A, ·, 1〉 is a monoid;
(3) → and ← are the left and right residuation w.r.t. · i.e. for all a, b, c ∈ A

ab ≤ c if and only if a ≤ b→ c if and only if b ≤ a← c;

(4) 0 is an element of A.

A residuated lattice is a subreduct of an FL-algebra to the type without 0;
a residuated semilattice is a subreduct of an FL-algebra to the type without
0 and ∨. Residuated (semi)lattices have a very long history (see [27] and the
bibliography therein) and are very rich algebraic structures. An FL-algebra
or a residuated (semi)lattice A is commutative if it satisfies xy ≈ yx, integral
if it satisfies x ≤ 1 and zero-bounded if it satisfies 0 ≤ x; the zero-bounded
FL-algebras are sometimes called FLo-algebras. From now on we will assume
with no further mention that every FL-algebra we consider is zero-bounded.
In a commutative FL-algebra left and right residuation coincide and we will
denote both by →. The variety of commutative FL-algebras is denoted by
FLe, that of integral FL-algebras by FLw and that of commutative and integral
FL-algebras by FLew (the reason for this choice of symbols is clearly explained
in Chapter 2 of [19]). Here is a (very) little sample of the equations holding in
a residuated (semi)lattice; for a rather exhaustive list the reader can consult
[13] and [18].

1Although / and \ are the standard notations for left and right residuals in the case of

non-commutative logics, in this paper (and in its follow-up version [2]) we shall replace
them by the arrows → and ←. The translation matrix is a← b = a\b and a→ b = b/a.
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Lemma 2.1. If S = 〈S,∧,→,←, ·, 1〉 is a residuated integral semilattice, then
for any a, b, c ∈ S the following hold:

a→ (b← c) = b← (a→ c)

a ≤ (a→ b)← b

a ≤ (a← b)→ b

a ≤ b→ a

a ≤ b← a.

2.2. Filters and normality

Residuated semilattices are congruence permutable; this was implicit in [1]
but the reader can check directly that

m(x, y, z) = [((x→ y) ∧ 1)← z] ∧ [((z → y) ∧ 1)← x)

is a Mal’cev term (see [14], Theorem 12.2, for a textbook explanation). They
are also congruence point-regular at 1 since they satisfy the implication

(x→ y) ∧ 1 ≈ 1 and (y → x) ∧ 1 ≈ 1 implies x ≈ y;

this means that for any residuated semilattice S and any θ, ϕ ∈ Con(S),
1/θ = 1/ϕ implies θ = ϕ. Next a filter F of S is a subset F ⊆ S with the
following properties:

(1) 1 ∈ F ;
(2) if a ∈ F and a ≤ b then b ∈ F ;
(3) if a, b ∈ F then a ∧ b, ab ∈ F .

So a filter is just a semilattice filter containing 1 and closed under multi-
plication; if ∇S = {a ∈ S : a ≥ 1} and θ ∈ Con(S), then ∇S/θ is a filter
and the filters of that form will be called congruence filters. Both filters and
congruence filters form algebraic lattices of closed sets, with the obvious clo-
sure operators; note also that congruence filters are the normal ideals of S
in the sense of [7]. Congruence permutability and point regularity at 1 imply
that the congruence filter lattice and the congruence lattice of S are isomor-
phic [7]. This isomorphism has been described in [1]; if θ ∈ Con(S) we define
Fθ =

⋃
{a/θ : a ≥ 1} that is clearly a filter. Then the two mappings

θ 7−→ Fθ F 7−→ θF = {(u, v) : u→ v, v → u ∈ F}

are mutually inverse lattice isomorphisms.

From now on we will deal only with integral residuated semilattices and
we will state our results accordingly; note that in this case a congruence filter
of S is of the form 1/θ for θ ∈ Con(S). The closure operator defining the filters
is easy to describe; if S is an integral residuated semilattice and X ⊆ S then
the filter FilS(X) generated by X is

FilA(X) = {b : there are a1, . . . , an ∈ X with a1 · · · an ≤ b}.
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It also possible to define the congruence filter generated by a subset X (see
[18]), however there is a nicer characterization of congruence filters in term
of filters.

Lemma 2.2. [34] Let S be an integral residuated semilattice and let F be a
filter of S. Then the following are equivalent:

(1) F is a congruence filter;
(2) for all a, b ∈ S, a ∈ F implies b→ ba, b← ab ∈ F ;
(3) for all a, b, c ∈ S, a ∈ F implies c→ c(b← ab) ∈ F ;
(4) for all a, b, c ∈ S, a ∈ F implies c← (b→ ba)c ∈ F .

An (integral) residuated semilattice is normal if every filter is a congru-
ence filter and a variety is normal if each of its members is normal; commu-
tative residuated semilattices are normal [1] but there are non commutative
normal varieties of residuated semilattices. Section 4 of [20] contains an im-
plicit characterization of integral and normal residuated semilattices. Let’s
make it explicit:

Lemma 2.3. For an integral residuated semilattice S the following are equiv-
alent:

(1) S is normal;
(2) every principal filter of S is a congruence filter;
(3) if a ∈ S then for all b ∈ S there exist n,m ∈ N (possibly depending on

b) such that anb ≤ ba and bam ≤ ab.

Proof. (1) clearly implies (2). Assume then (2), and let a ∈ S; since FilS(a)
is normal, by Lemma 2.2 for any b ∈ S b→ ba, b← ab ∈ FilS(a). This implies
that there are n,m ∈ N such that an ≤ b→ ba and am ≤ b← ab, from which
(3) follows. Finally assume (3) and let F be a filter of S; if a ∈ F and b ∈ S
then there is an n ∈ N with anb ≤ ba. It follows that an ≤ b → ba and so
b→ ba ∈ F and, by similar argument, b← ab ∈ F as well. By Lemma 2.2 F
is a congruence filter and (1) holds. �

Of course there might be no bound on n in the above lemma; but if there
is one (for instance, if S is finite), then V(S) is a normal variety of integral
residuated semilattices. On the other hand if an entire variety is normal then
we can say more.

Corollary 2.4. Let V be a normal variety of integral residuated semilattices;
then there exists and n ∈ N such that the equations xny ≤ yx and yxn ≤ xy
hold in V.

Proof. If V is normal then the free algebra FV(x, y) is normal, so by Lemma
2.3 there is an n with xny ≤ yx and yxn ≤ xy. But since FV(x, y) is free the
two equations must hold in V. �

Note that it is easily seen that the congruences (and the filters) of an
FL-algebra or a residuated lattice are the same as the congruences of its
residuated semilattice reduct; so everything we said in this section holds for
FL-algebras and residuated semilattices as well. For instance:
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Corollary 2.5. Let FLnw be the variety of integral FL-algebras axiomatized by
the equations xny ≤ yx and yxn ≤ xy; then

(1) FL1w = FLew;
(2) if n < m, then FLnw ⊆ FLmw ;
(3) a variety of integral FL-algebras is normal if and only if V ⊆ FLnw for

some n.

Proof. (1) and (2) are obvious; for (3) if V is normal, then Corollary 2.4
applied to FL-algebras implies V ⊆ FLnw for some n. Conversely if V ⊆ FLnw
for some n, then V is normal by Lemma 2.3. �

2.3. Subreducts

There are also two useful consequences of normality; if S is a residuated semi-
lattice we denote as usual by θS(a, b) the smallest congruence of S, containing
the pair (a, b). If S is normal and a, b, c, d ∈ S then

(c, d) ∈ θS(a, b) if and only if there is an n with (a↔ b)n ≤ c↔ d.

This was observed in [1] for integral and commutative residuated semilattices,
but the reader can check that the only thing that was used was normality
(that one gets for free because of commutativity). Thus, following [15], any
normal and integral residuated semilattice S has the congruence extension
property (CEP): the congruences of a subalgebra of S are exactly the restric-
tion to the subalgebra of the congruences of S. This in turn implies that for
any normal residuated semilattice S, HS(S) = SH(S) (this in fact holds for
every algebra having the CEP, see [14] Ch.II, §9, Exercise 5).

Next for a variety V of integral FL-algebras we denote by Srl(V) and
Srs(V) the class of subreducts of V to the type of residuated lattices and of
residuated semilattices respectively.

Theorem 2.6. For any normal variety V of integral FL-algebras, Srl(V) is
a variety of integral residuated lattices and Srs(V) is a variety of integral
residuated semilattices.

Proof. Since the congruences of an FL-algebra are the congruences of its
residuated semilattice reduct, it is enough to prove the second claim. The class
Srs(V) is clearly closed for subalgebras and direct products; so let S ∈ Srs(V)
and let A ∈ V, where S is a subreduct of A. Note that since A is normal, so
is S, since normality depends only on the residuated semilattice reduct. Take
α ∈ Con(S); then 1/α = F is a congruence filter; let G be the filter of A
generated by F and let θG be the associated congruence of A. By the CEP
α = θG ∩ S2; this implies that S/α is isomorphic with a subreduct of A/θG.
Hence S/α ∈ Srs(V) and the proof is concluded. �

2.4. Jónsson Lemma

An algebra A is finitely subdirectly irreducible if whenever it is isomorphic
with a subdirect product of a finite family of algebras, then it is already
isomorphic to one of them. Clearly any subdirectly irreducible algebra is
finitely subdirectly irreducible, but the converse fails nontrivially. Note that
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any totally ordered FL-algebra is finitely subdirectly irreducible, in that the
principal congruence filters form a chain.

FL-algebras have lattice terms so they are congruence distributive; resid-
uated semilattices are also congruence distributive, as observed by P. Jipsen
in [24], and for congruence distributive varieties there is a strong result avail-
able. It was proved by B. Jónsson in [28] for subdirectly irreducible algebras,
but a quick examination of the textbook exposition in [14] p. 148 ff. reveals
that the conclusion holds for finitely subdirectly irreducible algebras as well.

Lemma 2.7. (Jónsson’s Lemma) Let K be a class of algebras such that V(K)
is congruence distributive; then

(1) if A is a finitely subdirectly irreducible algebra in V(K), then A ∈
HSPu(K);

(2) if A,B are finite subdirectly irreducible algebras in V(K) then V(A) =
V(B) if and only if A ∼= B.

2.5. Splitting algebras

If V is any variety, a splitting pair in V is a pair (W1,W2) of subvarieties of
V such that if U is a subvariety of V either U ⊆W1 or W2 ⊆ U.

Lemma 2.8. If (W1,W2) is a splitting pair for V then

(1) W1 is axiomatized by a single equation;
(2) W2 is generated by a single finitely generated subdirectly irreducible al-

gebra;
(3) W1 and W2 are respectively completely meet prime and completely join

prime in the lattice of subvarieties of V.

Proof. (1) and (2) were proved by R. McKenzie in [31] (but see [19] Chapter
10.2, for a textbook proof); point (3) is in [36]. �

The equation in (1) above is called the splitting equation of the pair and
the algebra in (2) is called a splitting algebra for V; so a splitting algebra
for V is a finitely generated subdirectly irreducible algebra A ∈ V such that
there exists a W ⊆ V such that (W,V(A)) is a splitting pair. In other words
W is the largest subvariety of V to which A does not belong. This variety,
called the conjugate variety of A, admits a better description: for any algebra
A ∈ V let

WV
A =

∨
{V(B) : B ∈ V,A /∈ V(B)}.

Lemma 2.9. Let V be any variety and let A ∈ V. The following are equivalent:

(1) A is splitting for V;
(2) A is splitting for V with conjugate variety WV

A;

Proof. Clearly (2) implies (1). Assume that A is splitting for V with conjugate
variety W; if B ∈ V and A /∈ V(B), then V(B) ⊆ W and thus WV

A ⊆ W.
Conversely if B ∈W, then V(B) ⊆W and thus V(A) 6⊆ V(B); it follows that
A /∈ V(B) and hence B ∈WV

A. So W = WV
A and (1) implies (2). �

As a consequence we get:
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Corollary 2.10. Let V be any variety and let A ∈ V; then

(1) if A ∈WV
A, then A cannot be splitting for V;

(2) if A is splitting for V then it is splitting for any subvariety of V to which
it belongs;

(3) if V ⊆ V′ and and A is not splitting for V, then it is not splitting for V′.

Proof. Suppose that A is splitting for V; then by Lemma 2.9 it is splitting
with conjugate variety WV

A that is also completely join prime. But if A ∈
WV

A =
∨
{V(B) : B ∈ V,A /∈ V(B)} then complete join primeness would

force A /∈ V(A) a clear contradiction. So A /∈WV
A and (1) holds. (2) and (3)

follow straight from the definition. �

If A is splitting for V and V is generated by its finite algebras, then A
is finite and if moreover V is also congruence distributive, then by Jónsson
Lemma, A is uniquely determined (this was observed by McKenzie in [31]).
Note that generation by finite algebras is just the finite model property for
the equational theory of V; if an equation fails in V, then it fails in a finite
algebra in V.

Example 2.11. If there is a single atom U in Λ(V) then (T,U) is a splitting
pair in Λ(V) (T is the trivial variety). It follows that any finitely generated
subdirectly irreducible algebra in U is splitting, with splitting equation x ≈ y
and conjugate variety T. It is obvious that the two element Boolean algebra
2 is contained in any nontrivial variety of FLew-algebras, so the variety BA
of Boolean algebras is the only atom in any subvariety of FLew. Hence 2 is
splitting for any variety in Λ(FLew); in [30] T. Kowalski and H. Ono proved
that it is the only splitting algebra in FLew, a rather deep result.

Example 2.12. If there is a single coatom U in Λ(V) then (U,V) is a splitting
pair in Λ(V); it follows that V must be generated by a finitely generated
subdirectly irreducible algebra. Now there is a standard way to look at `-
groups as (non integral) residuated lattices; more precisely the variety LG of
`-groups is the subvariety of residuated lattices axiomatized by x(x→ 1) ≈ 1
(see [18]). It is well-known (see for instance [9] p. 47 ff) that if we regard Z
as a totally ordered group, then V(Z) is the only atom in Λ(LG), while the
only coatom in Λ(LG) is the variety N of normal-valued `-groups. It follows
that V(Z) is splitting for LG and that any finitely generated subdirectly
irreducible `-group G such that V(G) = LG is splitting for LG (there is at
least one such `-group by the above consideration). If we want a similar but
integral example we can consider LG−, i.e. the variety of negative cones of
`-groups (see [10] for a detailed explanation).

3. Ordinal sums and splittings

Let F,S be two integral residuated semilattices such that F ∩ S = {1}; the
ordinal sum F ⊕ S is an integral residuated lattice whose universe is F ∪ S
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and the operations are defined in the following way. If x, y both belong to F
or S then the operations are defined as those in each algebra; otherwise

x→ y = x← y =

{
y if x ∈ S and y ∈ F
1 if x ∈ F \ {1} and y ∈ S

x · y =

{
y if x ∈ S and y ∈ F \ {1}
x if x ∈ F \ {1} and y ∈ S

x ∧ y =


x if x ∈ F \ {1} and y ∈ S
y if y ∈ F \ {1} and x ∈ S
1 if x = y = 1.

It is easily seen that F⊕S is always a residuated semilattice and the ordering
is the one obtained stacking the two semilattices one over the other.

In this very general setting there are few things we can say; if O is an op-
erator that is a composition of H,S, I,P,Pu and F,S are integral residuated
semilattices, we define

O(F)⊕O(S) = {F′ ⊕ S′ : F′ ∈ O(F),S′ ∈ O(S)}.

Lemma 3.1. Let A,B be integral residuated semilattices; then

(1) S(A⊕ B) = S(A)⊕ S(B);
(2) H(A⊕ B) = H(A) ∪A⊕H(B);
(3) Pu(A⊕ B) ⊆ Pu(A)⊕Pu(A);
(4) ISPu(A⊕ B) = ISPu(A)⊕ ISPu(B).

Proof. (1) is obvious. For (2) let h be a homomorphism with domain A⊕ B
and let G = {a : h(a) = 1}; then G is a filter of A ⊕ B. If G ⊆ B, then
for a, b ∈ A, h(a) = h(b) if and only if h(a → b) = h(b → a) = 1; thus
a→ b, b→ a ∈ G and since G ⊆ B this is possible only if a→ b = b→ a = 1.
i.e. a = b. Thus h|A is an isomorphism and thus h(A ⊕ B) = A ⊕ h(B).
Suppose now that G 6⊆ B, i.e. there is an a ∈ A \ {1} with h(a) = 1. For
all b ∈ B, a ≤ b implies 1 = h(a) ≤ h(b), so h(b) = 1 and B ⊆ G; clearly
h(A⊕ B) = h|A(A).

For (3) suppose that D ∈ Pu(A⊕ B); then there is a set X, an algebra
C ∼= (A⊕B)X and and an ultrafilter U on X such that C/U ∼= D; through the
isomorphism, we can identify each a ∈ C with the choice function (ax)x∈X
where ax ∈ A⊕B for all x. Next define

Ya = {x ∈ X : ax ∈ A \ {1}} Za = {x ∈ X : ax ∈ B};
since for all a, Ya, Za form a partition of X, either Ya ∈ U or Za ∈ U . Let
then

A′ = {a/U : Ya ∈ U} ∪ {1} B′ = {a/U : Za ∈ U};
it is easily seen that A,B are the universes of two subalgebras of C/U . Now
take a/U ∈ A′ \{1} and b/U ∈ B′; then Ya∩Zb ∈ U and for any x ∈ Ya∩Zb,
bxax = ax and bx → ax = ax. By definition of ultraproduct it follows that
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b/U a/U = a/U and b/U → a/U = a/U , so C/U = A′ ⊕ B′ by definition of
ordinal sum. It remains to check that A′ ∈ Pu(A) and B′ ∈ Pu(B), and we
leave it to the reader.

For (4), the left-to-right inclusion follows from (1) and (3); take then

A′ ∈ ISPu(A) and B′ ∈ ISPu(B). Let AX/U be the ultrapower of A in
which A′ embeds; then it is easily seen that A′⊕B′ embeds in (A⊕B′)X/U .

Similarly if BY /V is the ultrapower in which B′ embeds, then A⊕B′ embeds
into (A⊕ B)Y /V . Therefore

A′ ⊕ B′ ∈ ISPu(SPu(A⊕ B)) ⊆ ISPu(A⊕ B)

as wished. �

If A is an integral residuated semilattice a cut of A is a pair (F, S) of
subsets of A with the following properties:

(1) F ∩ S = {1}, F ∪ S = A;
(2) F is the universe of a subalgebra of A;
(3) for all a ∈ F \ {1}, b ∈ S, a ≤ b;
(4) S is closed under ·;
(5) for all a ∈ F \ {1} and b ∈ S

ab = ba = a b→ a = b← a = a.

A cut is trivial if either F = {1} or S = {1}. This concept was foreshadowed
in [6], Lemma 3.5, and formally introduced in [17].

Lemma 3.2. Let A be an integral residuated semilattice:

(1) if (F, S) is a nontrivial cut of A then S is the universe of a subalgebra
S of A and A = F⊕ S.

(2) Conversely, if A = F⊕ S nontrivially, then (F, S) is a nontrivial cut.
(3) If A = F⊕ S, then S is a congruence filter of A.

Proof. (2) is clear from the definition of ordinal sum. For (1), suppose that
(F, S) is a nontrivial cut of A; then, by (2) and (3) of the definition, S is
upward closed, hence it is closed under → and ←. It is also closed under
∧ since if a, b ∈ S, then a ∧ b ≥ ab ∈ S; everything else follows from the
definition.

For (3), by Lemma 2.2, it is enough to prove that for all a ∈ S and
b ∈ A, b → ba, b ← ab ∈ S. Since S is a subalgebra, the conclusion holds if
a, b ∈ S. If a ∈ S and and b ∈ F \ {1} then b → ba = b → b = 1 ∈ S and
b← ab = b← b = 1 ∈ S. Finally if b = 1 then b→ ba = 1→ a = a ∈ S and
b← ab = 1← a = a ∈ S. �

Corollary 3.3. If S = A⊕ F, then S is subdirectly irreducible if and only if F
is subdirectly irreducible.

If we try to define the ordinal sum for integral residuated lattices, then
we run into a problem: the ordering that results in stacking two integral
residuated lattices one over another without any other provision might not
be a lattice ordering. For instance let A,B two integral residuated lattices
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and suppose that 1 is not join irreducible in A and B has no minimum.
Then if a, b ∈ A and a ∨ b = 1, then a ∨ b simply does not exist in the new
ordering, since the upper bounds of a, b are all the elements of B and B has
no minimum. We adopt the solution introduced in [25]; if A,B are integral
residuated lattices then

type (1): if 1 is join irreducible in A, then A⊕B is defined as they were semilattices
and the join is the one induced by the ordering;

type (2): if 1 is not join irreducible in A but B has a minimum m then then A⊕B
is defined as they were semilattices and

x ∨ y =



x ∨B y if x, y ∈ B
x ∨A y if x, y ∈ A and x ∨ y < 1

m if x, y ∈ A and x ∨ y = 1

x if x ∈ B and y ∈ A
y if x ∈ A and y ∈ B;

type (3): if 1 is not join irreducible in A and B has no minimum, then A ⊕ B =
(A⊕ 2)⊕ B, where 2 is the two element residuated lattice.

Note that if B is finite the sum is always of type (1) or (2); the sum of type (3)
is introduced only for completeness and, up to our knowledge, has never been
really used. Of course if A as an integral FL-algebra, then A⊕B is an integral
FL-algebra. Homomorphic images of a sum of two integral residuated lattices
behave as in the semilattice case (and the proof is the same as in Lemma 3.1);
if F,S are residuated lattices then

H(F⊕ S) = H(F) ∪ F⊕H(S).

Things are slightly different for subalgebras (here we abbreviate by C ≤
A the sentence “C is a subalgebra of A”):

Lemma 3.4. Let A ⊕ B the ordinal sum of type (1) or (2) of two residuated
lattices. Then:

(1) if C ≤ A, D ≤ B and D is non trivial then C ⊕ D is a subalgebra of
A⊕ B;

(2) for any subalgebra C ≤ A, if 1 is join irreducible in C, then C is a
subalgebra of A⊕ B; otherwise C⊕ 2 is a subalgebra of A⊕ B.

We leave the description of the situation in sums of type (3) to the
reader. We can introduce cuts also in FL-algebras, but we have to divide
them according to the type of the ordinal sum. If A is an integral FL-algebra
a cut of type (1) is just a cut as defined above; a cut of type (2) is a triple
(F, S,m), where F, S are subsets of A and m is the minimum of S, such that

(1) F ∩ S = {1}, F ∪ S = A;
(2) m is idempotent, i.e. m2 = m;
(3) F ∪ {m} is the universe of a subalgebra of A;
(4) for all a ∈ F \ {1}, b ∈ S, a ≤ b;
(5) S is closed under ·;



Splittings in GBL-algebras I 11

(6) for all a ∈ F \ {1} and b ∈ S
ab = ba = a b→ a = b← a = a.

Lemma 3.5. Let A be an integral FL-algebra;

(1) if (F, S) is a cut of type (1) then S is the universe of a subalgebra S of
A and A = F ⊕ S where the ordinal sum is of type (1). Conversely, if
A = F⊕ S nontrivially as a sum of type (1), then (F, S) is a nontrivial
cut of type (1).

(2) if (F, S,m) is cut of type (2) then S is the universe of a subalgebra S of
A and A = F ⊕ S where the ordinal sum is of type (2). Conversely, if
A = F⊕ S nontrivially as a sum of type (2), and m is the minimum of
S, then (F, S,m) is a nontrivial cut of type (2).

In this very general setting the concept of cut is not much more than
a rephrasing of the definition of ordinal sum; it will reveal its importance in
less generic contexts.

Let now S be a finite integral residuated semilattice. Note that inte-
grality implies that 1 is meet irreducible; hence if pi(x), i = 1, . . . , n are
terms in the language of integral residuated semilattices, then the equation∧n
i=1 pi(x) ≈ 1 is true in a model if and only if all the equations pi(x) ≈ 1 are

true in the model. Since the equality relation is term definable, this makes
possible to encode many information about S into a term. Suppose for in-
stance that S = {a1, . . . , an, 1} and let XS = {xai : i = 1, . . . , n} be a set of
distinct variables; then, roughly speaking, the term

p(xa1 , . . . , xan) =

n∧
i,j=1

(xai→Saj ↔ (xai → xaj ))

encodes the operation table for→ in S, in the sense that S � pS(a1, . . . , an) =
1. Similarly the term

p′(xa1 , . . . , xan) =

n∧
i=1

(xai → xan)

encodes the fact that an is the only coatom (and hence that 1 is join irre-
ducible), while

p′′(xa1 , . . . , xan) =

n−1∧
i=1

(xai → xai+1
)

encodes the fact that S is totally ordered. In other words finite integral resid-
uated semilattices are able to speak about themselves: any term encoding
information about S is called a diagram. A Jankov formula for S is simply
any equation in the variables XS involving diagrams of S.

Now suppose that S is a finite subdirectly irreducible residuated semilat-
tice with minimal nontrivial congruence µ; since 1/µ is a finite subalgebra, it
has a minimum element that will be denoted by a?. If S = {a1, . . . , an, a?, 1}
let’s define a diagram (called the t-diagram) for S in the following way

TS(XS) =
∧
{xu∗Sv ↔ xu ∗ xv : u, v ∈ S, ∗ ∈ {∨,∧,→,←, ·, 1}}.
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Observe that TS(XS) encodes all the operation tables of S and so, by design,
T S

S (a1, . . . , an, a?, 1) = 1.

Lemma 3.6. Let S be a finite subdirectly irreducible integral residuated semi-
lattice S = {a1, . . . , an, a?, 1} and let B any integral residuated semilattice.
Then S ∈ IS(B) if and only if there are b1, . . . , bn, b? ∈ B with b? 6= 1 and

TB
S (b1, . . . , bn, b?, 1) = 1.

Proof. Suppose S ∈ IS(B), let h be an embedding witnessing this fact and
let’s define b1 = h(a1), . . . , bn = h(an), b? = h(a?). Since h is an embedding
b? 6= 1 and, since T S

S (a1, . . . , an, a?, 1) = 1, by applying h we get the desired
conclusion.

Suppose then that ba1 , . . . , ban , b∗ ∈ B are such that TB
S (ba1 , . . . , ban , b?, 1) =

1. Let’s define a function h : S −→ B by setting

h(a1) = ba1 , . . . , h(an) = ban , h(a?) = b?, h(1) = 1.

Since 1 is the top element, each conjunct in TB
S (ba1 , . . . , ban , b?, 1) must be

equal to 1; hence if ∗ ∈ {∨,∧,→, ·}
h(ai ∗S aj) = h(aai∗Saj ) = bai∗Saj

= bai ∗B baj since bai∗Saj ↔ bai ∗B baj = 1

= h(ai) ∗B h(aj).

This is enough to conclude the h is a homomorphism. Now by definition
h(1) 6= h(a?) so (1, a?) /∈ ker(h); but the pair (1, a?) generates the minimal
congruence of A, so the only possibility is that ker(h) is the zero congruence.
Hence h is an embedding and the proof is finished. �

Note that the lemma above holds trivially for integral finite subdi-
rectly irreducible residuated lattices or FL-algebras (and was proved in [30]
in the commutative case), by redefining the t-diagram accordingly. Let S
be a finite subdirectly irreducible integral residuated semilattice and let
JS(XS) = TS(XS) → x?; then JS(XS) ≈ 1 is a Jankov formula. If S is a
finite subdirectly irreducible algebra, then S 6� JS(XS) ≈ 1 by design; hence
if S ∈ U and W is the subvariety of U axiomatized by JS(XS) ≈ 1, then
for any B ∈ W, A /∈ V(B). It follows that W ⊆ WU

S and if equality holds
S is splitting for U. This is exactly the way V. Jankov [23] showed that any
finite subdirectly irreducible Heyting algebra is splitting for any subvariety
of Heyting algebras to which it belongs, but there are many cases in which
W 6= WU

S . As a matter of fact in [30] the authors showed that if U = FLew,
then W = WU

S if and only if S = 2.

4. Divisible residuated semilattices

An integral residuated semilattice S is divisible if the ordering is the inverse
divisibility ordering i.e. for all a, b ∈ S

a ≤ b if and only if ∃c, d with a = cb = bd.
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Lemma 4.1. [21] For an integral residuated semilattice S the following are
equivalent

(1) S is divisible;
(2) if a, b ∈ A and a ≤ b, then (b→ a)b = a = b(b← a);
(3) if a, b ∈ A, then (b→ a)b = a ∧ b = b(b← a);
(4) if a, b, c ∈ A, then

(a→ b)→ (a→ c) = (b→ a)→ (b→ c)

(a← b)← (a← c) = (b← a)← (b← c).

Divisible FL-algebras are called GBL-algebras; they form a variety, de-
noted by GBL and also integral GBL-algebras form a variety, denoted by
GBLw. The variety of commutative GBL-algebras is denoted by GBLe and
that of commutative and integral GBL-algebras is denoted by GBLew. It is
a normal variety, so by Theorem 2.6, Srs(GBLew) is a variety as well. Its
members are called hoops [12] and the variety is denoted by H. Integral and
divisible residuated semilattices are called pseudohoops [22] and the variety
is denoted by PH. It is evident that any subreduct of an algebra in GBLw
is a pseudohoop but, since GBLw is not normal, we cannot claim directly as
above that the variety of pseudohoops coincides with the class of subreducts
of algebras in GBLw

2.
Observe however that both in integral GBL-algebras and in pseudo-

hoops, congruences are completely determined by the congruence filters, and
a congruence filter of an algebra in GBLw is a filter of its pseudohoop sub-
reduct. This implies that any result we prove for pseudohoops holds also for
integral GBL-algebras, as long as it depends only on the behavior of equations
and congruences. From now on we will state our main results for pseudohoops,
leaving to the reader the easy translation to integral GBL-algebras.

Lemma 4.2. If S is pseudohoop then, for all a, b ∈ S and n ∈ N

(a→ b)n ← (b→ a) = b→ a

(a← b)n → (b← a) = b← a.

Proof. We prove the first one; the reader can check that a similar argument
works for the second as well. The proof is by induction starting with n = 1
(n = 0 is trivial). Observe that a ≤ (a → b) ← a and a ≤ (a ← b) → b; so
since → is antimonotonic in the first argument, we get

((a→ b)← a)→ b ≤ a→ b ≤ ((a→ b)← a)→ a.

This in turn implies

[((a→ b)← a)→ b]→ [((a→ b)← a)→ a] = 1

2it is indeed true that pseudohoops coincide with subreducts of algebras in GBLw, but
explaining why would force us to take a detour that we do not believe necessary at this

point; however we can point the reader to [33] and [35], where all the necessary informations
can be found.
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which by Lemma 4.1(4) is equivalent to

(b→ ((a→ b)← a))→ (b→ a) = 1

and hence (by Lemma 2.1) to

((a→ b)← (b→ a))→ (b→ a) = 1

and finally to

(a→ b)← (b→ a) ≤ b→ a.

On the other hand (a→ b)(b→ a) ≤ (b→ a), so b→ a ≤ (a→ b)← (b→ a);
thus antisimmetricity of the ordering proves our claim for n = 1.

Assume now that the conclusion holds for n; then

(a→ b)n+1 ← (b→ a) = (a→ b)← ((a→ b)n ← (b→ a))

= (a→ b)← (b→ a) = b→ a.

�

A Wajsberg pseudohoop is a pseudohoop satisfying the equations

(x→ y)← y ≈ (y → x)← x

(x← y)→ y ≈ (y ← x)→ x.

A Wajsberg hoop is a commutative Wajsberg pseudohoop. Note that in a
totally ordered Wajsberg pseudohoop

a ∨ b = (a← b)→ b = (a→ b)← b.

The next Lemma has been proved in [12] for hoops and extended to the
noncommutative case in [16].

Lemma 4.3. [16] For a totally ordered pseudohoop S the following are equiv-
alent:

(1) S is a Wajsberg pseudohoop;
(2) for all a, b ∈ S, if b→ a = a, either a = 1 or b = 1;
(3) for all a, b ∈ S, if b← a = a, either a = 1 or b = 1.

Theorem 4.4. Suppose A is a pseudohoop with a unique minimal filter F ; then
F is a totally ordered Wajsberg pseudohoop. Hence any normal and simple
pseudohoop is a totally ordered Wajsberg pseudohoop.

Proof. That F is a subpseudohoop of A is clear; moreover since F is minimal
as filter it cannot have proper filter, since they would be also filters of A,
violating minimality of F . So let a 6≤ b, so that a → b 6= 1; then, since
F has no nontrivial filters, there is an m with (a → b)m ≤ b → a, i.e.
(a → b)m ← (b → a) = 1. But by Lemma 4.2, (a → b)n ← (b → a) = b → a
for all n, so it must be b→ a = 1, i.e. b ≤ a and F is totally ordered. Suppose
now that b → a = a; if b 6= 1 then the filter generated by b is F , so there is
an m with bm → a = 1. On the other hand from b→ a = a we can infer that
bn → a = a for all n. So we must have a = 1 and F is Wajsberg from Lemma
4.3.
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If S is a normal and simple pseudohoop then S is the unique minimal
filter of S (since every filter is a congruence filter); thus the conclusion follows
from the first part. �

Since commutative residuated semilattices are normal we get as a corol-
lary the well-known fact that a simple hoop is a totally ordered Wajsberg
hoop [12]. A pseudohoop S is cancellative if it is cancellative as a partially
ordered monoid; it is well-known (and easily checked) that cancellative pseu-
dohoops form a variety axiomatized by y → xy ≈ y ← yx ≈ x.

Lemma 4.5. Let S be a totally ordered Wajsberg pseudohoop. If a, b ∈ S and
there is a c ∈ S such that c < ab, ba, then b → ab = b ← ba = a; hence any
totally ordered Wajsberg pseudohoop is either bounded or cancellative.

Proof. Since c < ab, then ab 6≤ c and hence a 6≤ b → c so, since S is totally
ordered, b→ c ≤ a. Then

a = a ∨ (b→ c)

= (a→ (b→ c))← (b→ c)

= (ab→ c)← (b→ c)

= b→ ((ab→ c)← c)

= b→ (ab ∨ c) = b→ ab.

That b← ba = a is proven similarly. �

Suppose that A is a pseudohoop with a unique minimal nontrivial filter
U (this is the case if A is a subdirectly irreducible and normal) and let
u ∈ U \ {1} such that u → a = a for some a ∈ A \ {1} (if no such pair of
elements exists, then by Lemma 3.2 no non trivial cut is possible) and set

F ′ = {a ∈ A \ {1} : u→ a = a = u← a} F = F ′ ∪ {1}.

Lemma 4.6. Let A, U , u and F ′ as above; then

(1) for all a ∈ A \ {1} there is an u ∈ U \ {1} with a ≤ u;
(2) U ∩ F ′ = ∅;
(3) a ∈ F ′ if and only if a 6= 1 and for all u ∈ U \ {1}, u→ a = u← a = a;
(4) a ∈ A \ F ′ if and only if for all u ∈ U and u→ a = u← a = a implies

u = 1 or a = 1.

Proof. (1) Let a ∈ A\{1}; since U is minimal U ⊆ FilA(a) and if v ∈ U \{1}
then an ≤ v for some n. Choose n to be minimal and let u = an−1 → v; then
v ≤ u and u 6= 1, so u ∈ U \{1}. Moreover a→ u = a→ (an−1 → v) = an →
v = 1, so a ≤ u.

(2) Note that U is a subpseudohoop of A and it cannot have any proper
filter, since any proper filter of U would be a filter of A smaller than U ,
contradicting minimality of U. Hence U is a normal and simple pseudohoop
and hence a Wajsberg pseudohoop (Theorem 4.4); if a ∈ U ∩F ′, we can find
an u ∈ U \ {1} with u → a = a; by Lemma 4.3 we must have a = 1. But
1 /∈ U ∩ F ′ so a /∈ U ∩ F ′ and U ∩ F ′ = ∅.
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(3) Suppose a 6= 1 and let v ∈ U \{1} such that v → a = v ← a = a; it is
easily seen that vn → a = vn ← a = a for any n. Now since u ≤ (u→ a)← a
(Lemma 2.1) we have (u → a) ← a ∈ U and hence there exists an n with
vn ≤ (u→ a)← a. Then

1 = vn → ((u→ a)← a)

= (u→ a)← (vn → a) by Lemma 2.1

= (u→ a)← a.

So u → a ≤ a and thus the equality holds. We can show that u ← a = a by
repeating the argument starting from u ≤ (u ← a) → a. Note also that (4)
is the counterpositive of (3). �

Lemma 4.7. Let A, F ′, u and U as above and let a ∈ F ′. Then:

(1) for all u ∈ U , a ≤ u;
(2) for all u ∈ U , ua = au = a;
(3) for all b ∈ F ′, b ≤ a implies b ∈ F ′;
(4) F = F ′ ∪ {1} is the universe of a subpseudohoop of A.

Proof. (1) Pick u ∈ U ; then

a→ u = (u→ a)← (a→ u) by Lemma 4.2

a← (a→ u) = a2 → u.

This is the first step of an obvious induction showing that a → u = an → u
for all n. On the other hand, minimality of U implies that U ⊆ FilA(a), so
for some m, am ≤ u. But this implies 1 = am → u = a→ u, so a ≤ u.

(2) Compute ua = u(u← a) = u∧a = a and au = (u→ a)u = u∧a = a
(by (1)).

(3) Suppose b ≤ a; then u→ b ≤ u→ a = a. Now

(u→ b)→ b = 1→ ((u→ b)→ b)

= ((u→ b)→ a)→ ((u→ b)→ b)

= (a→ (u→ b))→ (a→ b) by Lemma 4.2

= ((u→ a)→ (u→ b))→ (a→ b)

= ((a→ u)→ (a→ b))→ (a→ b) by Lemma 4.2

= (1→ (a→ b))→ (a→ b) = 1 by (1);

thus u → b ≤ b and the equality holds. That u ← b = b is proved similarly
and so b ∈ F ′ by Lemma 4.6(3).

(4) Let b ∈ F ′; then

a→ b = ua→ b = u→ (a→ b),

and
a→ b = a→ (u← b) = u← (a→ b).

So by Lemma 4.6(3) either a → b = 1 or a → b ∈ F ′ and F ′ ∪ {1} is closed
under →. The proof that it is closed under ← is the same and it is closed
under product and ∧ since it is closed downward by (3). �
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Let now S = A \ F ′; how far are we from proving that (F, S) is a cut?
Conditions (1), (2) of the definition are satisfied clearly and conditions (3),(4)
and (5) are satisfied relatively to F and U . Hence if U = S we are done and
A = F⊕U; if U 6= S we need an additional property. A filter U of an integral
residuated semilattice A satisfies condition (C) for some u ∈ U if

for all a ∈ A, u→ a = a if and only if u← a = a.

Theorem 4.8. Let A be a pseudohoop having a unique minimal filter U satis-
fying condition (C) and let u ∈ U such that F ′ = {a ∈ A \ {1} : u→ a = a}
is nonempty. Then, if S = A \F ′ and F = F ′ ∪{1}, (F, S) is a cut of A and
A = F⊕ S. Moreover S is a totally ordered Wajsberg pseudohoop.

Proof. Since U satisfies condition (C), U , F ′ and u satisfy the hypotheses of
Lemma 4.6 and 4.7. It follows that to prove the first part of the conclusion we
need only show that (F, S) satisfies condition (3), (4) and (5) of the definition
of cut. Let now b ∈ S and a ∈ F ′; note that a→ b = ua→ b = u→ (a→ b).
Hence u← (a→ b) = a→ b as well and by Lemma 4.6(3), either a→ b ∈ F ′
or a → b = 1; but b /∈ F ′, b ≤ a → b and F ′ is closed downward by Lemma
4.7(3). So a → b /∈ F ′, hence a → b = 1 and a ≤ b. This fulfils condition (3)
of the definition of cut.

Next we show that if a ∈ F ′ and b ∈ S, then b→ a, b← a ∈ F ′; in fact
b→ a = b→ (u← a) = u← (b→ a); by condition (C), u→ (b→ a) = b→
a and by Lemma 4.6(3), either b → a ∈ F or b → a = 1. But the latter is
impossible since b 6≤ a, so b→ a ∈ F ′. The proof that b← a ∈ F is similar.

Now suppose that a, b ∈ S and ab ∈ F ; then either b → ab ∈ F ′ or
b → ab = 1. But ab ≤ b → ab and ab ∈ S, so b → ab /∈ F ′ and hence
b→ ab = 1; so b ≤ ab and thus b = ab. This is a contradiction which implies
ab ∈ S and fulfills condition (4) of the definition of cut.

Let now a ∈ F and b ∈ S; then by the above a ≤ b, b→ a ∈ F and hence
(b → a) ← a ∈ F . But b ≤ (b → a) ← a and b /∈ F ′, so (b → a) ← a /∈ F ′;
hence (b → a) ← a = 1 and so b → a = a. Similarly we can show that
b← a = a and moreover

ab = (b→ a)b = a ∧ b = a ba = b(b← a) = b ∧ a = a.

This fulfills condition (5) of the definition of cut, so A = F⊕ S.

Now let a, b ∈ S and suppose b 6≤ a; then b → a < 1. Pick u ∈ U ;
since U is minimal there is a n such that (b → a)n ≤ u. So u → (a → b) ≤
(b → a)n → (a → b) = a → b by Lemma 4.2; again using condition (C) and
Lemma 4.6(3) we get a→ b ∈ F , but a→ b /∈ F ′ since b /∈ F ′. So a→ b = 1,
a ≤ b and S is totally ordered. Finally suppose that for a, b ∈ S, b→ a = a;
then bn → a = a for all n ∈ N. If b 6= 1 and u ∈ U , then bn ≤ u for some
n; so a ≤ u → a ≤ bn → a = a, which implies u → a = a. Again as above,
a ∈ F , but a /∈ F ′; so a = 1 and S satisfies Lemma 4.3. Hence S is a totally
ordered Wajsberg pseudohoop. �

Now we observe:
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• in a commutative pseudohoop every filter satisfies condition (C), hence
any subdirectly irreducible hoop is of the form F⊕S where S is a totally
ordered Wajsberg hoop [12];
• in a normal pseudohoop every filter satisfies condition (C) ([26], Lemma

3.5), hence any normal subdirectly irreducible pseudohoop is of the form
F⊕ S, where S is a totally ordered Wajsberg pseudohoop.

All these results above can be transferred to normal and integral GBL-
algebras, provided we can take care of the join in the decomposition. But
P. Jipsen and F. Montagna [26] showed that for normal and integral GBL-
algebras the above decomposition always gives rise to an ordinal sum of type
(1) or (2), thus solving any problem. In the same paper, using their decompo-
sition, the authors were able to show that every finite GBL-algebra is integral
and commutative.

The analogous result for pseudohoops has been proved only very recently
by the author [4], also using the decomposition given by Theorem 4.8:

Theorem 4.9. [4] Every finite pseudohoop is a hoop (i.e. it is integral and
commutative).

If we want to characterize the splitting algebras in subvarieties of GBLw
or PH we would like to have the finite model property, so that we can reduce
the problem to finite subdirectly irreducible algebras. Unfortunately there is
a substantial limitation:

Corollary 4.10. If a variety V ⊆ PH has the finite model property then it is
contained in H; if a variety V ⊆ GBLw has the finite model property, then it
is contained in GBLew.

Proof. Suppose then that V is not contained in PH; then there must be a
non commutative S ∈ V, that must be infinite by Theorem 4.9. However any
finite algebra in V is commutative (again by Theorem 4.9) so V cannot be
generated by its finite algebras. This is equivalent to saying that V does not
have the finite model property. The statement about GBLew-algebras follows
similarly from the quoted result in [26]. �

So even in normal varieties of pseudohoops (GBLw-algebras) there might
be infinite, albeit finitely generated, splitting algebras. However both the va-
riety H of hoops [5] and GBLew [26] have the finite model property; we shall
investigate their splitting algebras in the next section.

5. Splittings in GBLew

By the end of this section we will obtain a complete characterization of the
splitting algebras in GBLew; since hoops are subreducts of algebras in GBLew
we will get almost for free a similar characterization for hoops. However in
the process we will obtain some partial results also for normal varieties of
integral GBL-algebras.

Let’s introduce some totally ordered Wajsberg algebras:
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• [0, 1] is the real interval with operations induced by the Wajsberg norm.
i.e xy = max(x+ y − 1, 0), x→ y = min(1 + x− y, 1);
• Wan is the subalgebra (or the subhoop) of [0, 1] generated by 1

n ; it is
well-known that they are all simple and that they are the only finite
totally ordered Wajsberg hoops [29].

Lemma 5.1. Let A be any algebra in GBLw; then

SH(A⊕Wam) = SH(A) ∪ S(A⊕Wam).

Proof. We compute:

SH(A⊕Wam) = S(H(A) ∪A⊕H(Wam)) by Lemma 3.1

= S(H(A) ∪A⊕Wam) since Wam is also simple

= SH(A) ∪ S(A⊕Wam).

�

Lemma 5.2. Let A be a finite algebra in GBLw and let J be a set of positive
integers. Then

(1) Pu({A⊕Waj : j ∈ J}) = {A⊕ B : B ∈ Pu({Wai : j ∈ J})};
(2) if J is an infinite set, then A⊕ [0, 1] ∈ HSPu({A⊕Waj : j ∈ J}).

Proof. (1) is an easy consequence of Lemma 3.1. For (2) let K = {Waj :
j ∈ J}; since J is infinite, it generates the entire variety of Wajsberg hoops;
moreover, by Lemma 2.7, we may conclude that any finitely subdirectly ir-
reducible Wajsberg hoop lies in HSPu({Waj : j ∈ J}). But [0, 1] is to-
tally ordered so it is a finitely subdirectly irreducible Wajsberg hoop; hence
[0, 1] ∈ HSPu({Waj : j ∈ J}). The conclusion follows now by applying (1)
and Lemma 3.1. �

Lemma 5.3. Let A = F⊕Wan where n 6= 1 and F is a finite and integral GBL-
algebra. Suppose that V is a variety of normal and integral GBL-algebras such
that F ⊕Wak ∈ V for infinitely many k, with n 6 | k. Then A is not splitting
for V.

Proof. If A /∈ V then A is not splitting for V by definition. So we may assume
that F ⊕Wan ∈ V. Let K = {k ≥ n : n 6 | k}; since n 6= 1, K is infinite.
First we show that F ⊕Wan /∈ V(F ⊕Wak) for any k ∈ K. Now clearly
F⊕Wan /∈ SH(F) for cardinality reasons. On the other hand Lemma 3.1 says
that any proper ordinal sum in S(F⊕Wak) must have a subalgebra of Wak as
second component; but Wan /∈ S(Wak), since n 6 | k, so F⊕Wan /∈ S(F⊕Wak).
By Lemma 5.1, F ⊕Wan /∈ SH(F ⊕Wak). But now we can apply Jónsson
Lemma to V(F ⊕Wak), to conclude that any finite subdirectly irreducible
algebra in V(F⊕Wak) is in HS(F⊕Wak) = SH(F⊕Wak) (where the equality
holds since V has the CEP). But F ⊕Wan is a finite subdirectly irreducible
algebra that is not there, so F⊕Wan /∈ V(F⊕Wak).

It follows that the variety WV
A must contain the set {F ⊕Wak : k ∈

K ′} for some infinite set K ′ ⊆ K. Now apply Lemma 5.2 to conclude that
F ⊕ [0, 1] ∈ HSPu({F ⊕ Wak : k ∈ K ′}) ; but by Lemma 5.1 and 5.2,
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F⊕ [0, 1] ∈WV
A and hence A ∈WV

A, since Wam is a subalgebra of [0, 1]. So A
cannot be a splitting algebra for V. �

Corollary 5.4. Let A = F ⊕Wan where n 6= 1 and F is a finite and integral
GBL-algebra. Then V is not splitting for GBLew or GBLkw for any k ≥ 2.

Next note that Wa1 = 2 is contained in any GBL-algebra, so it is
splitting for any variety and the conjugate variety is the trivial variety. We
will show that, if F is a normal finite integral GBL-algebra, then A = F⊕2 is
splitting for any normal variety of GBL-algebras to which it belongs. We will
proceed in a way similar to the one we have explained in Section 3 for Heyting
algebras, i.e. using a suitable Jankov formula; if A = {0, a1, . . . , an, a?, 1} we
define the following diagram

DA(XA) =

n∧
i,j=1

((xai ↔ xaj )→ x?) ∧
n∧
i=1

(xai → x?) ∧ (x? → x2?).

In this diagram we encode the fact all the ai are distinct, that a? is a coatom,
so that 2 = {a?, 1}, and that it is idempotent. Let’s define

ĴA(XA) = DA(XA)→ (TA(XA)→ x?);

the Jankov formula we are going to use is ĴA(XA) ≈ 1. The rationale for this
choice is the following: the request that TA(XA)→ x? ≈ 1 appears to be too
strong, so we have to settle for less. Hence we ask that TA(XA)→ x? be large
enough to be above DA(XA). Roughly speaking we consider the algebras in
GBLew that have the following property: if they are generated by the same
number of elements as A and they have a unique maximal idempotent coatom,
then not all the operation tables are encoded by the t-diagram of A. Note

that A 6� ĴA(XA) ≈ 1 by design.

Lemma 5.5. Let A = F ⊕ 2 where F is a finite integral and normal GBL-
algebra with F = {0, a1, . . . , an, 1} and 2 = {a?, 1}; let B be any inte-
gral and normal subdirectly irreducible GBL-algebra generated by elements

b1, . . . , bn, c. If ĴB
A(0, b1, . . . , bn, c, 1) 6= 1, then A ∈ IS(B).

Proof. Since B is integral and normal, by Theorem 4.8 (and the results in
[26]) B ∼= F1⊕S1 for some totally ordered Wajsberg pseudohoop S1 (and the
sum is always of type (1) or (2)).

Observe that the hypotheses imply

DB
A(0, b1, . . . , bn, c, 1) 6≤ TB

A (0, b1, . . . , bn, c, 1)→B c.

We will prove all our statement by counterpositive; first observe that all the
bi must be distinct; for, if bi = bj , then

DB
A(0, b1, . . . , bn, c, 1) ≤ (bi ↔ bj)→B c = c ≤ TB

A (0, b1, . . . , bn, c, 1)→B c.

Next c ∈ S1; otherwise for some i, bi ∈ S1 and

DB
A(0, b1, . . . , bn, c, 1) ≤ bi →B c = c ≤ TB

A (0, b1, . . . , bn, c, 1)→B c.
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Now suppose that bi ∈ S1 for some i; then

DB
A(0, b1, . . . , bn, c, 1) ≤ bi →B c = (c→B c) ∧ (bi →B c)

= (bi ∨B c)→B c = ((c→B bi)→B bi)→B c

= ((c→B bi)↔B bi)→ c ≤ TB
A (0, b1, . . . , bn, c, 1)→B c.

Hence bi ∈ F1 for all i. Moreover if c = c→B c2, then

DB
A(0, b1, . . . , bn, c, 1) ≤ c→B c2 = c ≤ TB

A (0, b1, . . . , bn, c, 1)→B c

so c 6= c →B c2 and hence S1 is not a cancellative Wajsberg pseudohoop. It
follows by Lemma 4.5 that S1 is a bounded Wajsberg pseudohoop and hence
has a minimal element that we call b?.

Next we claim that the map h : F −→ F1 defined by h(ai) = bi, i =
1, . . . , n and h(a?) = b? is a homomorphism. In fact suppose that for some
∗ ∈ {∨,∧,→, 0, 1}, ai ∗A aj = ak but bi ∗B bj ↔B bk 6= 1, i.e. bi ∗B bj ↔B bk ∈
F1 \ {1}. Then

1 = (bi ∗B bj ↔B bk)→ c ≤ TB
A (0, b1, . . . , bn, c, 1)→B c;

hence TB
A (0, b1, . . . , bn, c, 1)→ c = 1, that is impossible. Now, since all the bi

are distinct, h is really an embedding of F into F1. It follows that A = F⊕ 2
embeds into B = F1 ⊕ S1 as desired. �

Now we are ready to prove the main theorem.

Theorem 5.6. Let V be a normal variety of integral GBL-algebras, and let F
be a finite integral GBL-algebra such that A = F⊕2 ∈ V. Then A is splitting

for V with splitting equation ĴA(XA) ≈ 1. Moreover the conjugate variety is
WV

A = {B ∈ V : A /∈ HS(B)}.

Proof. Since A 6� ĴA(XA) ≈ 1 by design to prove the first part it is enough

to show that if B ∈ V and A /∈ V(B), then B � ĴA(XA) ≈ 1 or, equivalently,

that if B 6� ĴA(XA) ≈ 1, then A ∈ V(B).

Assume then that B 6� ĴA(XA) ≈ 1; then there are b1, . . . , bn, c ∈ B

with d = ĴB
A(0, b1, . . . , bn, c, 1) 6= 1. Let B1 the subalgebra of B gener-

ated by {b1, . . . , bn, c} (so that d ∈ B1) and let θ be maximal in the set
{α ∈ Con(B1) : (d, 1) /∈ α}; then B1/θ is subdirectly irreducible, B1 is nor-
mal (since it belongs to V), b1/θ, . . . , bn/θ, c/θ generate B1/θ and moreover

ĴBθ
A (0/θ, b1/θ, . . . , bn/θ, c/θ) 6= 1. By Lemma 5.5

A ∈ IS(B1/θ) ⊆ SHS(B) = HS(B) ⊆ V(B).

This also shows that {B ∈ V : A /∈ HS(B)} ⊆ WV
A; for the converse if

B � ĴA(XA) ≈ 1, then HS(B) � ĴA(XA) ≈ 1. Since A 6� ĴA(XA) ≈ 1 it must
be A /∈ HS(B). �

Corollary 5.7. Suppose that V is a normal variety of integral GBL-algebras
containing GBLew; then a finite subdirectly irreducible GBL-algebra A is split-
ting for V if and only if A = F⊕ 2.
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Proof. If A is a finite integral GBL-algebra, then it is commutative; if it is
subdirectly irreducible then A = F⊕ S for some finite subdirectly irreducible
Wajsberg hoop S. Therefore A = F⊕Wak for some k. Now F (or F ∪ {m} if
the sum is of type (2)) is a finite GBL-algebra and hence it is commutative
as well. In any case F⊕Wan is commutative for all n, so it belongs to GBLew
and hence to V. So V satisfies the hypotheses of Lemma 5.3, hence if A is
splitting then A = F⊕ 2.

For the converse we just invoke Theorem 5.6. �

Since GBLew has the finite model property we get:

Corollary 5.8. A subdirectly irreducible algebra in GBLew is splitting for GBLew
if and only if it is F⊕ 2 for some finite F ∈ GBL.

Lemma 5.3 holds for variety of pseudohoops almost without modifica-
tions; this is not true for Theorem 5.6 since we cannot affirm that a finite
pseudhoop is commutative. However hoops do have the finite model property
[5] so:

Theorem 5.9. A subdirectly irreducible hoop A is splitting for the variety H
of hoops if and only if A = F⊕ 2 for some finite hoop F.

Proof. The “only if” part is the same as in Theorem 5.6 and most of the
“if” part is as in Lemma 5.3. We really have to show that 2 is splitting for
H, since we can no longer state that V(2) is the only atom in the lattice of
subvarieties (and in fact it is not, see [8]). However let V be the variety of
hoops axiomatized by the equation x→ x2 ≈ x; we claim that 2 is splitting
in H with conjugate variety V. It obvious that 2 /∈ V. Conversely assume
that W is a variety of hoops in which x → x2 ≈ x fails; then there is a
subdirectly irreducible hoop A ∈ W that is generated by an element a such
that a → a2 6= a. Since A is subdirectly irreducible, then it is isomorphic
with F⊕ S for some totally ordered Wajsberg hoop S (see the remarks below
Theorem 4.8); but since it is monogenerated, F must be trivial, so A = S,
a Wajsberg hoop. Clearly A cannot be cancellative, so it must be bounded
by Lemma 4.5; hence 2 is a subalgebra of A and 2 ∈ W. This proves the
theorem. �

6. Conclusions

Let’s summarize what we have done in the previous section:

• we have characterized all the (necessarily finite) splitting algebras in
GBLew;
• we have described all the finite splitting algebras in sufficiently large

normal varieties of integral GBL-algebras.

A logical step forward is to examine the following problem: given an infinite
but finitely generated integral GBL-algebra F and a finitely generated totally
ordered Wajsberg pseudohoop S, find necessary and sufficient conditions for
F ⊕ S to be splitting for some normal variety of GBL-algebras. We have no
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idea so far on how to deal with the general problem; however if we assume
that F itself is totally ordered, then we can prove more. To be more precise
we can investigate splittings in varieties generated by totally ordered inte-
gral residuated semilattices; such varieties are called representable and they
have several properties that can be used to facilitate our investigation. Repre-
sentable GBLew algebras are called BL-algebras and representable hoops are
called basic hoops [5]. They both have the finite model property [5] and their
splitting algebras have been completely characterized [3]. We will continue
investigating representable varieties in a separate paper [2].
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