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Abstract Charged particle reconstruction in the presence
of many simultaneous proton—proton (pp) collisions in the
LHC s achallenging task for the ATLAS experiment’s recon-
struction software due to the combinatorial complexity. This
paper describes the major changes made to adapt the software
toreconstruct high-activity collisions with an average of 50 or
more simultaneous pp interactions per bunch crossing (pile-
up) promptly using the available computing resources. The
performance of the key components of the track reconstruc-
tion chain and its dependence on pile-up are evaluated, and
the improvement achieved compared to the previous software
version is quantified. For events with an average of 60 pp col-
lisions per bunch crossing, the updated track reconstruction
is twice as fast as the previous version, without significant
reduction in reconstruction efficiency and while reducing the
rate of combinatorial fake tracks by more than a factor two.

Introduction

The reconstruction of charged particle trajectories (tracking)
in the inner detector (ID) and muon spectrometer (MS) is a
central part of the ATLAS [1,2] experiment’s event recon-
struction. During Run 2 of the LHC (2015-2018), ID track-
ing was the most computing resource intensive component
of the offline reconstruction workflow. Given the proximity
to the interaction point (IP) and high granularity of the ID, a
single inelastic pp interaction leads to up to 200 individual
measurements being recorded in the silicon detectors.
During LHC physics data-taking, each proton bunch
crossing results in a number of such pp interactions tak-
ing place simultaneously (pile-up). The expected number
of these interactions, w, is a function of the beam param-
eters and frequently reported as an average over an interval
of data-taking time during which instantaneous luminosity,
detector and trigger configuration and data quality conditions
are considered constant. These intervals, also referred to as
luminosity blocks (LB), in general correspond to 60 s of data-
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taking. In addition to this average value (u), itis also possible
to define a value specific to a particular pp interaction event,
by accounting for the populations of the individual collid-
ing proton bunches based on their location within the LHC
bunch pattern. This more granular estimate of the pile-up is
referred to as facal in the following.

In an average ATLAS bunch crossing event with (u)
between 10 and 70, up to 15,000 silicon hits need to be
processed, decoded, and combined into clusters. The clus-
ters then need to be combined into short track seeds that the
reconstruction subsequently attempts to extend through the
entire ID to identify the charged particles (tracks) and pre-
cisely reconstruct their trajectories. The same has to be done
for measurements in the MS to identify muon tracks, and the
ID and MS tracks have to be combined to obtain final muon
candidates.

In addition to the growing computational effort, the qual-
ity of the track candidates becomes challenging to maintain
under high pile-up. Firstly, the high density of clusters leads
to incorrect cluster-to-track association, potentially degrad-
ing the reconstructed track properties relative to their true
values. Secondly, collections of unrelated clusters can be
combined into false-positive (“fake”) tracks, which happens
more frequently as the number of available clusters increases
with pile-up.

The peak instantaneous luminosity delivered to ATLAS
during LHC Run2 was 1.9x 103*cm™2s~! [3], twice the orig-
inal LHC design value for which the detector and reconstruc-
tion software were initially optimized. The ongoing LHC
Run 3 aims to surpass this value and record up to 300 fb~!
of collision data at /s = 13.6 TeV in the period 2022-2025.
Figure 1 shows the distribution of (i) at the ATLAS interac-
tion point for the Run 2 data-taking compared to 2022, the
first year of Run 3. While this value predominantly ranged
from 20 to 40 during Run 2, a large fraction of the Run 3
dataset is recorded at 50 or more pp interactions per bunch-
crossing, with peak values beyond 60 during the 2022 data-
taking, exceeding the average value during LHC Run 2 by a
large margin. This is expected to increase further during the
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Fig. 1 Distribution of the average number of pp collisions at the
ATLAS interaction point during the Run 2 and the 2022 Run 3 LHC
data-taking. The dashed line depicts the Run 2 distribution normalised
to the same integral as the Run 3 distribution

following years of Run 3, as the full potential of the LHC is
exploited.

An extensive set of updates to the ATLAS reconstruction
software for Run 3 enables the ID track and muon recon-
struction algorithms to cope with such conditions. One key
improvement to the entire ATLAS reconstruction for the new
run is the adoption of multi-threading to make more effi-
cient use of the available computing resources [4]. In addi-
tion to this infrastructural change, a major effort was carried
out to improve the per-thread performance of track recon-
struction in the ID and MS while maintaining comparable or
even superior quality of the reconstructed tracks. This paper
describes the changes made in this effort and demonstrates
their impact on the computational and physics performance
of track reconstruction in collision data.

This paper is structured as follows: the ATLAS detector is
described in “The ATLAS Detector”, and an overview of the
legacy ATLAS track reconstruction chain used in Run 2 is
detailed in “Legacy Track Reconstruction in ATLAS”. The
datasets used and the methology for benchmarking are cov-
ered in “Benchmarking Methodology, Data and Simulation
Samples”, “Software Optimisation” outlines the optimisation
procedure, and finally the performance results are delineated
in “Performance Results”.

The ATLAS Detector

The ATLAS detector [1,2] at the LHC covers nearly the
entire solid angle around the collision point.! It consists of an

1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the
z-axis along the beam pipe. The x-axis points from the IP to the centre of
the LHC ring, and the y-axis points upwards. Cylindrical coordinates
(r, ¢) are used in the transverse plane, ¢ being the azimuthal angle

@ Springer

inner tracking detector surrounded by a thin superconduct-
ing solenoid, electromagnetic and hadron calorimeters, and a
muon spectrometer incorporating three large superconduct-
ing air-core toroidal magnets.

The ID is immersed in a 2 T axial magnetic field and pro-
vides charged-particle tracking in the range |n| < 2.5. The
high-granularity silicon pixel detector is comprised of 4 con-
centric barrel layers and 3 endcap disks on each side. It covers
the vertex region and typically provides four measurements
per track, the first hit normally being in the insertable B-layer
(IBL), which was installed before Run 2 [5,6]. It is followed
by the silicon microstrip tracker (SCT), which is comprised
of four barrel layers and 9 planar endcap discs per side, with
pairs of modules mounted at a small stereo angle allowing for
two measurements per traversed module layer. It usually pro-
vides eight measurements per track. These silicon detectors
are complemented by the transition radiation tracker (TRT),
which enables radially extended track reconstruction up to
[n] = 2.0 and typically records 30 drift time measurements
for each track. The TRT also provides electron identifica-
tion information based on the fraction of hits above a higher
energy-deposit threshold corresponding to transition radia-
tion. Figure 2 illustrates the ID detector layout for a quadrant
of the full r—z plane.

The calorimeter system covers the pseudorapidity range
In] < 4.9. Within the region |n| < 3.2, electromag-
netic calorimetry is provided by barrel and endcap high-
granularity lead/liquid-argon (LAr) calorimeters, with an
additional thin LAr presampler covering |n| < 1.8 to cor-
rect for energy loss in material upstream of the calorime-
ters. Hadron calorimetry is provided by the steel/scintillator-
tile calorimeter, segmented into three barrel structures within
In] < 1.7, and two copper/LAr hadron endcap calorimeters.
The solid angle coverage is completed with forward cop-
per/LAr and tungsten/LAr calorimeter modules optimised for
electromagnetic and hadronic energy measurements respec-
tively.

The MS comprises separate trigger and high-precision
tracking chambers measuring the deflection of muons in a
magnetic field generated by the superconducting air-core
toroidal magnets. The field integral of the toroids ranges
between 2.0 and 6.0 T m across most of the detector. Three
layers of precision tracking detectors, each consisting of
monitored drift tube (MDT) chambers, cover the region
[n] < 2.7. In Runs 1 and 2, cathode-strip chambers (CSCs)
took the place of the innermost MDT chambers in the
[n| > 2.0 region, where the background is highest. The muon
trigger system covers the range || < 2.4 with resistive-
plate chambers (RPC) in the barrel and thin-gap chambers

around the z-axis. The pseudorapidity is defined in terms of the polar
angle 6 as n = — Intan(6/2). Angular distance is measured in units of
AR = /(An)? + (Ag)>.
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Fig. 2 Tllustration of the barrel region of the ATLAS ID [10] as oper-
ated during Run 2 and Run 3

(TGC) in the endcap regions. In the barrel, two RPC cham-
ber layers surround the middle radial MDT layer, form-
ing a common tracking station, and a third RPC cham-
ber layer is located close to the outer MDT layer, form-
ing the outer tracking station. The inner barrel muon sta-
tion consists exclusively of MDT chambers. In the end-
caps, a layer of TGC chambers is located in front of the
inner MDT layer, forming the innermost tracking station
together with the CSCs up to Run 3. One further TGC layer
is mounted in front of, and another two behind, the mid-
dle endcap MDT layer to form the middle endcap track-
ing station. The outer endcap station is comprised of MDT
chambers. In Run 3, to cope with further increasing radia-
tion background, the full innermost layer of the MS endcap

Fig. 3 r—z view of a quadrant
of the ATLAS MS layout [11] as
operated until Run 3. The green
and light blue areas indicate

detector was replaced by the New Small Wheel, introducing
Micromegas (MM) detectors as precision tracking chambers
in combination with small-strip Thin Gap Chambers (sTGC)
[7] while maintaining the same pseudorapidity acceptance of
In] < 2.7. The Run 2 MS layout is visualised in the r—z plane
in Fig. 3.

Interesting events are selected by the first-level trigger
system, which is implemented in custom hardware, followed
by selections made by algorithms implemented in software
in the high-level trigger [8]. The first-level trigger accepts
events from the 40 MHz bunch crossings at a rate below 100
kHz, which the high-level trigger further reduces in order
to record events to disk at about 1 kHz for Run 2 data-
taking.

An extensive software suite [9] is used in the reconstruc-
tion and analysis of real and simulated data, in detector oper-
ations, and in the trigger and data acquisition systems of the
experiment.

1 Legacy Track Reconstruction in ATLAS

Particle trajectories are described by five parameters (dy, zo,
¢,0, %) defined with respect to a reference axis, where dy
and zo are the transverse and longitudinal impact parame-
ters, ¢ and 6 the azimuthal and polar angle, and % the charge
divided by the momentum. The default reference for ATLAS
tracks is an axis in the global z direction centered on the beam
spot. The goal of track reconstruction is to identify sets of
electronic signals (“hits”) in the tracking detectors originat-
ing from a common charged particle and to estimate the track
parameters of the corresponding trajectory. The collection of
hits with its associated track parameter estimate is referred
to as a track.
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Fig. 4 Simplified overview of
the primary tracking chain and
secondary back-tracking chain
used in ATLAS ID track
reconstruction. The primary
reconstruction runs from
inside-out, starting from silicon
space-points in the innermost
Pixel and SCT subdetectors. The
secondary back-tracking chain
runs from outside-in, seeded
from leftover TRT hits within
electromagnetic calorimeter
regions of interest
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The original ATLAS track reconstruction performed dur-
ing LHC Run 2 is extensively documented and characterised
in other sources for both ID [10,12—15] and muon [16] track-
ing. A brief overview of this workflow, also referred to as the
legacy reconstruction, is provided in the following.

1.1 Inner Detector Tracks

The ID track reconstruction is shown schematically in Fig. 4.
The procedure in the ID starts with a pre-processing stage:
signals from adjacent channels in the Pixel and SCT sub-
detectors are combined into clusters that are interpreted as
the deposits left by incident charged particles. Pairs of one-
dimensional SCT clusters on either side of a sensor mod-
ule or individual pixel clusters are then converted into 3-
dimensional space-points, with position uncertainties deter-
mined by the detector geometry and sensor pitch. In the
case of SCT space-points, the missing second coordinate is
obtained through the stereo angle between the strips on both
sides of the sensor module. ID tracks are reconstructed for
pr > 500 MeV and |n| < 2.5, where the minimum momen-
tum is driven by the track curvature in the magnetic field
and the pseudorapidity interval by the instrumented detector
geometry.

Primary Inside-Out Pass

The primary ATLAS ID track reconstruction starts by form-
ing so-called track seeds, triplets of compatible space-points
in the Pixel and SCT subdetectors that could feasibly origi-
nate from a single charged particle track produced near the
pp interaction point. Search roads (sets of detector modules
expected to contain clusters compatible with the seed) in 3D
space are built through the remaining detector based on the
estimated seed trajectory, and the seeds are extended with
additional clusters along the search road into silicon track
candidates by means of a combinatorial Kalman Filter [17].

@ Springer
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Resolution

To resolve overlaps between track candidates and reject
fake tracks, a dedicated ambiguity resolution step is per-
formed. This scores track candidates based on arange of qual-
ity criteria. Lower-quality candidates sharing a large number
of associated hits with higher-quality ones are rejected, and
the shared hits are assigned to the tracks that are retained.
A limited number of hits shared between different tracks is
permitted, to maintain high performance in dense topolo-
gies such as cores of high-energy jets, where the separation
between charged particles is expected to reach below the
magnitude of the sensor pitch. Clusters determined to consist
of more than one charged particle crossing are split among
track candidates, with position and uncertainty estimates for
each particle crossing provided by a neural network-based
algorithm [ 13, 18] that also assigns a probability for one, two,
or more particles to have contributed to the cluster.

The refined and purified track candidates determined in
the ambiguity resolution step are re-fit using a global x?
method to obtain the final, high-precision track parameter
estimates. The precision fit runs several iterations until it
aborts or achieves the precision required. Aborted fits lead
to the track candidates being discarded. An extension of the
track into the TRT subdetector is attempted by collecting
drift-circles close to the extrapolated trajectory of the track
and performing an iterative re-fit of the entire track including
the TRT drift-circles. The additional measurements benefit
extended tracks by improving the momentum resolution and
allowing for particle identification. To prevent spurious or
low-quality extensions which can degrade the momentum
resolution, the fraction of so-called precision hits is consid-
ered. For a hit to be considered a precision hit, the trajectory
of the incoming track has to coincide with the measured drift
circle radius of the TRT hit within a given threshold expressed
as a multiple of the drift radius uncertainty, set to 2.5 in the
legacy reconstruction. The precision hit fraction is updated
up to the third iteration of the TRT extension fit. For tracks
with at least 15 overall TRT hits, at least 30% of the TRT
hits along a track have to be classified as precision hits for
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the TRT extension to be retained. The rate of succesful TRT
extensions depends on the subdetector occupancy, but is gen-

erally well above 90% for muon tracks that traverse the entire
ID.

Back-Tracking and Specialised Passes

The primary ID track reconstruction pass is optimised for
particles produced at the location of the pp interactions. To
increase acceptance for particles produced at a greater dis-
tance from the beamline, such as electrons originating from
photon conversions in the detector material, secondary track
reconstruction (back-tracking) is performed using the detec-
tor hits not already assigned to tracks. Here, track reconstruc-
tion is only attempted in regions of interest determined by
deposits in the electromagnetic calorimeter and starts with
sets of mutually compatible hits in the TRT (“segments”)
compatible with the region of interest. In the presence of
such a segment, short silicon track seeds consisting of two
space-points are constructed in the Pixel and SCT subdetec-
tors. They are extended through the silicon detectors using the
same combinatorial Kalman filter used in the primary inside-
out pass. A dedicated ambiguity resolution is run upon these
track candidates and the resulting tracks are re-fit including
TRT extensions.

Further dedicated track reconstruction is performed to
reconstruct short track segments from muons in |n| > 2.5,
where only the pixel detector is traversed, as well as short
tracks compatible with decaying, short-lived charged parti-
cles. In each case, only leftover hits not used in the prior
reconstruction stages are used, to limit combinatorial com-
plexity and avoid track duplication.

Vertexing

After the track candidate search has been finalised, the loca-
tions of the underlying pp interactions (vertices) are identified
by a dedicated vertex reconstruction procedure [19]. A first
step obtains an initial position estimate for a vertex from the
distributions of the z coordinates of closest approach of the
tracks to the beamline. Then, a fit of the vertex location is
performed, taking into account all tracks loosely compatible
with the initial position estimate. Before the changes reported
later in this paper, this fit was performed using an iterative
procedure, constructing one vertex at a time and removing
the associated tracks from consideration before repeating the
procedure. The search for secondary vertices from decays of
short-lived particles that travel a measurable distance within
the tracking volume is not a part of this procedure and instead
performed in separate, dedicated downstream reconstruction
steps [20,21], and therefore not included in the optimisation
described in this paper.

Large-dy Tracking

The track reconstruction procedure is optimised to recon-
struct tracks that have a small distance of closest approach
orthogonal to the beam line (transverse impact parameter,
dp). Physics analyses making use of highly displaced tracks,
for example to reconstruct decays of long-lived massive par-
ticles within the ID volume, need to run an additional track
reconstruction pass, referred to as Large Radius Tracking
(LRT), on hits not used by the previous passes [22]. This
pass is similar to the primary inside-out track reconstruction,
but configured with a wider search space in the transverse
and longitudinal impact parameters, enabling reconstruction
of displaced tracks at the price of a drastically slowed execu-
tion speed. In the legacy software, this additional pass would
only be run in a special workflow on a pre-selected sub-set
comprising O(1%) of the total dataset, to remain compu-
tationally feasible. The pre-selection relies on trigger and
offline reconstruction without LRT tracks and is driven by
the targeted physics analysis signatures.

1.2 Muon Reconstruction

Muons are reconstructed using two complementary strate-
gies [16], combining information of the MS with measure-
ments in the inner detector and calorimeters. The procedure is
organised into a pre-processing step followed by two tracking
passes - a primary outside—in tracking pass that reconstructs
the bulk of the muons, and a secondary inside—out pass that
recovers muons in phase-space regions where the outside—in
pass is not fully efficient. Figure 5 illustrates this schemat-
ically. Muons are reconstructed primarily for ptr > 3 GeV
[23] and || < 2.7. The momentum reach is limited by the
energy lost while traversing the calorimeters and the pseu-
dorapidity interval by the instrumented muon spectrometer
geometry. Muons candidates using ID information are further
limited to |n| < 2.5.

Pre-Processing and Segment Creation

In a pre-processing step, signals from adjacent channels in
the CSC subdetector are combined into clusters”. The indi-
vidual MDT drift circles, CSC, TGC and RPC clusters are
collectively referred to as "hits’ or 'measurements’ in the fol-
lowing. ID tracks to be considered for the creation of muon
candidates are pre-selected by requiring a minimum quan-
tity of silicon detector hits. Their trajectories are extrapolated
outward through the detector to obtain the expected location

2 This is not needed for the MDT chambers, since muons are not
expected to create signals across multiple tubes within the same MDT
layer.
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Fig. 5 Simplified overview of the primary outside—in combined track-
ing chain and secondary inside—out chain used in ATLAS muon track
reconstruction. The primary chain starts from the MS, building track
candidates before attempting to combine them with ID tracks. The sec-
ondary chain starts from ID tracks and attempts to recover muons missed

at which they enter the MS tracking volume, as well as their
momentum at this intersection point.

The formation of straight line muon segments in the MS is
initiated in regions of size 0.4 x 0.4 in the n—¢ plane around
activity in the trigger chambers. A Hough transform [24] is
used in each MDT chamber and close-by trigger chambers to
search for hits aligned on a common trajectory in the bend-
ing plane of the detector. The MDT and trigger hits in each
muon station are then combined into local muon segments by
fitting a straight-line trajectory model to the measurements.
The coordinate orthogonal to the bending plane is determined
using the trigger chambers if available, while segments com-
prised of only MDT measurements are assumed to be at the
centre of the respective MDT chamber with a large associated
uncertainty on the ¢ coordinate. A dedicated combinatorial
search in the 1 and ¢ detector planes is used to identify seg-
ments in the CSC chambers in Run 1 and Run 2 data. When
building segments, the MDT drift time measurements are
calibrated to account for the particle crossing location along
the length of the drift tube using the search road position and
direction.

Outside-in Reconstruction

The first reconstruction pass is responsible for reconstruct-
ing the bulk of the muons and is referred to as “outside-in”
reconstruction. It starts by combining the segments across all
layers of the MS to form MS-tracks. The track parameters of a
starting seed segment are propagated between the MS layers
to collect compatible segments, using a parabolic trajectory
estimate to account for the bending in the magnetic field at
first order. This procedure is initially seeded from the middle
chamber layer with the largest number of available trigger

@ Springer
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by the primary chain by extending the tracks through the calorimeters
and muon spectrometer. They can either be identified as muons using
calorimeter- or segment-tagging or extended into inside—out combined
muon candidates if sufficient compatible MS measurements are found

chambers before also including the other layers. A require-
ment for the trajectory to point in the approximate direction
of the beam line reduces combinatorics, and trigger cham-
ber information is added to obtain three-dimensional trajec-
tory estimates. After this pattern recognition step is com-
plete, a global x? fit of the muon trajectory is performed,
taking into account the full track propagation through the
inhomogenous magnetic field, possible interactions of the
muon with detector material, and the best available knowl-
edge of the real chamber positions obtained using the align-
ment procedure, exploiting the full n and ¢ track direction
information available at this stage of the reconstruction. Fol-
lowing the initial fit iteration, incompatible measurements
are removed from the track candidate, and compatible mea-
surements along the trajectory that were not assigned to the
original candidate are added. The trajectory parameters are
refined by arepeated fit to the updated track candidate. Ambi-
guities between track candidates are resolved by assigning
hits to tracks with higher hit multiplicity and fit quality and
rejecting lower-quality tracks that share a large fraction of
hits with preferred candidates. To retain efficiency for low-
mass dimuon systems, tracks are allowed to share hits in
two stations if they do not share hits in a third station. The
MS track trajectories are then extrapolated back to the beam
line and re-fit accounting for the muon energy loss inside
the calorimeter. The energy loss is estimated using an ana-
lytic parameterization derived from a detailed description of
the detector geometry combined with the energy measured
in the calorimeter. The tracks resulting from this procedure
have their track parameters expressed relative to the beam
line.

MS tracks within || < 2.5 are combined with ID tracks to
improve the track parameter resolution. This procedure starts
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by collecting ID track candidates around the MS track within
an angular compatibility window of size 0.5 x 1.0 in the n
and ¢ coordinates expressed at the beam line. The initial set
of candidates is ranked based on a x> comparison between
the ID and MS track parameters, and for each candidate a
fit of the trajectory to the full set of ID and MS track mea-
surements is attempted, with a global minimization yielding
a combined track candidate. The fit accounts for energy loss
inside the calorimeter and alignment uncertainties including
relative mis-alignment between the ID and MS. MS mea-
surements may be added to or removed from the candidate
based on the global fit quality. Finally, the combination with
the ID track candidate yielding the best combined fit qual-
ity for the given MS track is retained. The combined muons
obtained in the outside-in chain represent over 95% of the
muons reconstructed in ATLAS [16]. In the region || > 2.5,
where no full ID tracks are available, MS tracks may be com-
bined with the short pixel track segments discussed in “Inner
Detector Tracks”, to improve the impact parameter estimate.
The resulting subset of the combined muons is called silicon-
associated forward muons. If no compatible ID track is found
for a given MS track, it is extrapolated to the beam line, tak-
ing into account the calorimetric energy loss, and retained as
a standalone muon. Such muons primarily add acceptance in
[n] > 2.5 for cases where no pixel track segment is available.

Inside-out Recovery

An inside-out recovery chain complements the outside-in
pass to reconstruct muons that have low transverse momenta
or enter detector regions where the MS is not fully instru-
mented. It comprises three different algorithms: segment-
tagged, calorimeter-tagged and inside-out combined muon
reconstruction. All start from ID track candidates and attempt
either to identify them as muons or use them as the starting
points for combined muon candidates. To prepare this step,
the ID track trajectories are extrapolated through the full MS,
recording their predicted crossing location and momentum
for any muon chambers they traverse, for use in the inside-out
combined reconstruction that will be explained below.
Segment-tagged muon reconstruction allows ATLAS to
recover muons with very low transverse momenta that do
not pass beyond the first MS layer. ID tracks are identified as
muons through the presence of compatible muon segments.
To find compatible segments, the trajectories of ID tracks
are initially extrapolated to a simplified representation of the
MS modelled as a series of concentric hollow cylinders rep-
resenting the barrel layers, and disks representing the endcap
layers. For MS segments that cross these layers in locations
and with momenta compatible with the ID track, the trajec-
tory of the track is further projected onto the muon chamber
of the respective segment, and a more precise compatibility
test is performed based on the track and segment directions

and their crossing point in the chamber. If at least one com-
patible segment is found in this way, the track is identified as
a muon. In this reconstruction strategy, the MS information
is only used for particle identification, and no combined fit
is attempted.

Calorimeter-tagged muons exploit the fact that muons are
minimum ionizing particles (MIPs) to recover acceptance in
the region || < 0.1, where gaps in the MS exist to leave
space for calorimeter and ID cabling. Calorimeter clusters
along the projected ID track trajectory through the calorime-
ter are collected and evaluated for compatibility with a MIP
signature. If they satisfy this signature, the ID track is iden-
tified as a muon, without using information from the MS.

The inside-out combined reconstruction chain allows to
recover combined muons with low transverse momenta that
are not found by the outside—in reconstruction. It starts from
ID track candidates. The predicted muon chamber crossing
locations and directions of their trajectories, as evaluated in
the pre-processing phase, are used to build search roads in the
MS. Using these roads, a dedicated muon segment-finding
pass is performed. The direction and momentum informa-
tion from the ID-based search roads is used to calibrate the
MDT measurements for this phase, allowing to account for
the predicted location of the charge deposit along the wire
direction when interpreting the drift time measurement. The
found segments are collected and added to the track. Using
the ID track and the segments recovered in this way, a global
re-fitis performed in the same way as for the outside-in chain,
to obtain combined muon candidates.

2 Benchmarking Methodology, Data and Simulation
Samples

The impact of the software improvements that will be dis-
cussed in the following sections on the reconstruction per-
formance is evaluated using collision data and Monte-Carlo
(MC) simulated top quark pair production (¢7) samples.

To evaluate the data reconstruction performance for a
given value of pile-up in “Performance Results”, the raw
data of a set of 500—1000 consecutive collision events from a
common LB are reconstructed, and the processing time taken
for the reconstruction as well as the size of the output written
to disk are recorded. This procedure is repeated for sets of
events at different pile-up values. The samples are taken from
asingle LHC fill (fill number 6291) recorded towards the end
of the 2017 data-taking campaign and covering a range of
pile-up values between (u) = 15.5 and 60. In addition, a set
of samples from an LHC fill recorded during 2022 as part of
Run 3 (fill number 8112) with pile-up values between 22.4
and 54.8 allows ATLAS to compare this information with
the Run 2 data ID track reconstruction using the same soft-
ware. This ensures consistent data-taking conditions across
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all pile-up values. Finally, a set of 300 events from LHC fill
5824, recorded in 2017 at (u) = 50, is used in automated
monitoring of ATLAS reconstruction run time on a daily
basis. Run times measured in the course of this monitoring
are used to evaluate the incremental speed-up of track recon-
structions as changes are made in “Software Optimisation”.
All events taken from these two fills fall under the so-called
good-run list (GRL), meaning that the respective LB satisfy
all data quality requirements of the ATLAS physics dataset
[25]. An LHC fill with up to (u) = 90 recorded in late 2018
(fill 7358) as part of a machine-development campaign is
used in addition, to extend the study towards even larger val-
ues of pile-up. Unlike the 2017 and 2022 data, this run is not
considered part of the ATLAS physics dataset due to the non-
standard data-taking conditions. Since the ID and MS were
fully operational, it is possible to use these events to obtain
an estimate of the scaling behaviour of track reconstruction
performance under extreme pile-up conditions.

When evaluating the fraction of successfully recon-
structed charged particles, MC simulated ¢ events are used.
The production of these 77 events is modelled using the
POWHEG BOXx V2 [26-29] generator at next-to-leading order
QCD precision with the NNPDF3.0NLO [30] parton distri-
bution function (PDF) set and the /damp parameter3 set to
1.5myop [31]. The events are interfaced to PYTHIA 8.230
[32] to model the parton shower, hadronisation, and underly-
ing event, with parameters set according to the A14 tune [33]
and using the NNPDF2.3L0 set of PDFs [34]. The decays of
bottom and charm hadrons are performed by EVTGEN 1.6.0
[35]. The effect of pile-up was modelled by overlaying the
simulated hard-scattering event with inelastic pp events gen-
erated with PYTHIA 8.186 [36] using the NNPDF2.3L0 set
of parton distribution functions [34] and the A3 set of tuned
parameters [37]. For the purpose of studying the reconstruc-
tion performance at different levels of pile-up, the number
of events to overlay for each simulated 77 event was sampled
from a flat distribution in the interval [0, 80].

All benchmark studies described in this paper were run as
the only active user on a dedicated machine equipped with an
AMD EPYC™ 7302 16-core processor, running the CERN
CENTOS 7 operating system. The processor was operated
in “performance” mode, with simultaneous multi-threading
(SMT) and frequency boosting disabled. A HS06 score of
22.6 per core was obtained for the processor in this config-
uration, and a score of 1038 is reported for a dual-processor
setup [38] operating with all cores and SMT enabled. The
machine was kept at a stable 50% in capacity by running an
appropriate number of reconstruction tasks simultaneously.

3 The hdamp parameter is a resummation damping factor and one of the
parameters that controls the matching of POWHEG matrix elements
to the parton shower, it thus effectively regulates the high- pr radiation
against which the ¢ system recoils.
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In order to exclude the impact of multi-threading from the
comparison, all tests were run in single-thread mode.

The executable binary files tested in this work are identical
to those most commonly used for the experiment’s regular
data reconstruction. As a result, different versions of the soft-
ware differ not only in terms of their own programming, but
also in terms of the method of compilation as well as exter-
nal libraries and the compilation thereof. All versions of the
software were compiled with the default compilation settings
as they were defined in the ATLAS software project at the
time of their release. Since the optimisation flags are par-
tially set according to compiler presets, the exact details may
differ between compiler versions. In all cases, however, the
code is compiled for a generic x86-64 architecture, imply-
ing support for vector instruction set extensions up to SSE2.
The binaries produced are therefore unable to exploit more
modern architectural features like AVX. The binaries for the
legacy reconstruction were compiled using version 6.2.0 of
the GNU Compiler Collection, whereas the updated software
release utilises version 11.2.0.

The reconstruction run times cited in the following rep-
resent the particular set of test events they were evaluated
on. Due to statistical fluctuations in the number of charged
particles produced per collision event and the particle flux
through the various regions of the detector, the run time is
expected to vary for evaluations of different sets of events
from the same LB. Based on trials performed by sampling
different, equal sized sets of events, this variation is found
to be on the order of 15% for ID track reconstruction and up
to 40% for muon reconstruction, since muons are produced
more rarely. However, when evaluating the run time differ-
ences between the different software releases, the variation
is less than 10% in both cases, as the changes in absolute run
time due to different particle multiplicities largely cancel out
in this metric. For a given set of events, the stability of the
measured run time across repeated reconstruction runs on the
same machine was evaluated to be better than 5%.

3 Software Optimisation

A number of changes to the tracking software were intro-
duced in order to optimise the computational performance
and the size of the generated output for the conditions
expected during LHC Run 3 data-taking. In addition to gen-
eral algorithmic improvements, the guiding principle is to
abort the track reconstruction as early as possible for candi-
dates that are not expected to result in high-quality tracks.
This minimises the number of executions of the downstream
algorithms, thus saving time and resources. The experience
obtained by operating the reconstruction during Run 1 and
Run 2 also allows ATLAS to operate the algorithms with less
conservative tolerances than were originally implemented,
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Fig. 6 Incremental improvement in execution speed for ID track (a)
or muon (b) reconstruction in a set of (1) = 50 collision data events as
improvements are added to the reconstruction software for Run 3. The
blue shaded area indicates the time, relative to the initial Run 3 software
implementation, taken for the track reconstruction. The purple area indi-
cates the time added by the additional LRT. A set of improvements to

gaining execution speed without sacrificing reconstruction
acceptance.

The reduction in the single-thread CPU timing of ID track
and muon reconstruction as optimisations were incremen-
tally added over time is shown in Fig. 6 for a set of events
recorded at () = 50. The starting point for the optimisa-
tions, referred to as “Baseline” in the Figure, is a version of
the legacy reconstruction with an initial set of modifications
required to ensure thread-safety, and as a consequence slower
than the original legacy software implementation described
in “Legacy Track Reconstruction in ATLAS”. The individual
improvements will be detailed in the following.

3.1 Inner Detector Tracks

The seeding formation time of the inside-out track recon-
struction was optimised to prevent seeds unlikely to result in
tracks from being passed into downstream processing. The
optimisations include narrowing the acceptance threshold for
the estimated impact parameters of SCT seeds from 2 cm
to 5 mm, reducing the tolerance in the search road used to
extend the seeds from 20 to 12 mm, and preventing Pixel
seeds sharing space-points with another seed of lower esti-
mated transverse impact parameter from passing into further
processing. The reduced redundancy resulting from the last
of these changes was mitigated by exploiting the availability
of four pixel layers since the installation of the IBL [6,39]
in 2015 by using confirmation space-points to detect promis-
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implementation details of the muon algorithms not discussed in more
detail are summarised as “Misc. optimisations” in b. Due to changes
required to ensure thread-safety, the unoptimised initial performance of
the Run 3 software, referred to as “Baseline”, was approximately 20%
slower than the previous software used during Run 2

ing seeds. A confirmation space-point is a fourth space-point
from a different detector layer which, if used to replace the
outermost space-point on a given seed, results in a new seed
with a curvature compatible with the original, indicating it
is likely part of the same charged-particle trajectory. In the
updated seed formation procedure, all confirmed seeds are
accepted for further processing, even if they share space-
points with other seeds. Finally, the window in the transverse
impact parameter for accepting seeds dynamically adjusts
depending on the deviation of the seed from a straight line in
the r—z plane, where no deflection due to the magnetic field is
expected at the length scale of a seed. The criterion becomes
stricter for seeds with a strong deviation from a straight line
as these are more likely to be combinatorial artifacts. The
introduction of these improvements corresponds to the entry
“Seed and pattern” in Fig. 6a.

The seeding strategy was further optimised to speed up the
seed formation itself, as it contributes a significant fraction
of the overall track reconstruction run time due to the com-
binatorial complexity of the process. This was achieved by
adapting the size of the angular regions within which seeds
are formed. The regions were reduced to correspond to the
track curvature in the magnetic field expected to occur at
the lowest track transverse momentum to be reconstructed
(500 MeV in the primary ATLAS tracking pass), instead of
the wider angular regions used previously. In addition, the
knowledge of the detector geometry is applied more rigor-
ously, removing space points from consideration as central
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point of a seed if they are placed on the outermost or inner-
most layers of a subdetector or in 1 regions where the sub-
sequent layers provide no acceptance. This improves exe-
cution speed without significantly changing the number of
tracks being reconstructed. This set of changes is denoted as
“Seed region size” in Fig. 6a. Together, the improvements
upon the seeding and early track-finding phases reduce the
overall ID track reconstruction time by half. They have only
a minor impact on the number of correctly reconstructed
tracks, while strongly suppressing the occurrence of falsely
reconstructed tracks, as will be shown in the following Sec-
tion.

The number of incorrect tracks propagating beyond the
initial track-finding stage was further reduced by a re-tuning
of the selection criteria applied to the candidates. Instead of
seven silicon clusters per track, at least eight are required in
the updated tracking, and the permitted transverse impact
parameter range of silicon-seeded tracks is restricted to
|dp| < 5 mm instead of |dg| < 10 mm. This reduces the
acceptance of track reconstruction in terms of both displace-
ment and production radius by a small fraction, but signif-
icantly lowers the rate of low-quality tracks being recon-
structed and written to storage. The reduction in inital track
candidates achieved by this optimisation also reduces the
number of executions of the subsequent ambiguity resolu-
tion procedure and TRT extension phases per event, reduc-
ing the track reconstruction time per event by approxi-
mately 25% (as shown in Fig. 6). The tuning of the track
selection criteria is referred to as “New tracking cuts” in
Fig. 6a.

The TRT extension was sped up significantly by abort-
ing the iterative track fit procedure early for candidates with
insufficient precision hits in the TRT. While the required pre-
cision hit fraction of 30% has remained unchanged compared
to the legacy reconstruction, the compatibility threshold for
precision hits was reduced from 2.5 to 1.75, lowering the frac-
tion of spurious TRT extensions and benefiting momentum
resolutions through the reduction of poor-quality TRT exten-
sions. In addition, the iterative fit is now aborted after the third
iteration if the final precision hit fraction obtained at this stage
does not satisfy the requirement, rather than continuing the
fit iterations up to convergence before deciding whether to
retain the extension as in the legacy reconstruction. These
changes do not impact reconstruction efficiency or the rate
of incorrectly reconstructed tracks, but speed up the TRT
extension step by nearly 30%. In Fig. 6a, the improvements
to the TRT extension are included under the entry “Additional
optimization”.

A large number of falsely reconstructed tracks was pre-
viously generated by the TRT-seeded back-tracking step.
This was reduced by limiting the back-tracking to regions
of interest seeded by energy deposits in the electromagnetic
calorimeter (ET > 6 GeV). The recovery of late-appearing
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tracks from electron conversions, which is the main purpose
of this reconstruction step, is degraded at only a negligible
level since these topologies coincide with significant calori-
metric deposits. However, the number of erroneously recon-
structed track candidates is reduced and the execution speed
of the back-tracking phase is improved by a factor of 20. This
benefits the overall track reconstruction speed on the order
of 5% at (u) = 50, as is visible in Fig. 6. These improve-
ments are denoted “Backtracking” in Fig. 6a. Larger gains
are achieved at higher pile-up, as the detector occupancy
grows.

The iterative vertex finding algorithm (described in “Legacy
Track Reconstruction in ATLAS”) was replaced by an adap-
tive multi-vertex fitter algorithm [40] in which vertex candi-
dates are allowed to compete for tracks in order to reduce the
chance of nearby pp interactions being reconstructed as a sin-
gle merged vertex. The initial vertex locations are estimated
with high accuracy using a Gaussian resolution model for
the track impact parameter. This updated algorithm is imple-
mented within the A Common Tracking Software (ACTS)
framework [41] which will be the backend of ATLAS track
reconstruction during LHC Run 4. This represents the first
production use of this framework in an LHC experiment. The
improved vertex finding is included under the entry “Addi-
tional optimization” in Fig. 6a.

Further execution speed was gained by carefully optimis-
ing the software implementation of each reconstruction step
individually. Notable examples include a re-organisation of
the search for holes on tracks performed as part of the pre-
cision fit; exploitation of the navigation between detector
surfaces already being performed by the track fit procedure;
optimisation of the space-point formation by minimising the
number of required matrix multiplications; and the re-writing
of parts of the Runge-Kutta propagator implementation used
to extrapolate trajectories through the inhomogenous mag-
netic field of the detector to exploit vectorised instructions
where possible. These changes are also part of the entry
“Additional optimization” in Fig. 6a.

The improvements to the track seeding and finding steps
also directly benefitted the LRT reconstruction. Together
with further dedicated improvements to the LRT strategy
[22], this made it feasible to integrate fully the LRT pass
in the updated ATLAS track reconstruction that is performed
for all events. Removing the need for a custom workflow
involving a pre-selection step represents a major extension
of the ATLAS physics potential. In the following study of
reconstruction performance, the impact of the LRT step will
be pointed out separately, as it was not run by default in the
legacy reconstruction. The impact of adding LRT is shown
by a dedicated entry denoted “Add LRT” in Fig. 6a.
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3.2 Muon Reconstruction

The muon reconstruction run time was found to scale strongly
with the number of ID track candidates considered during the
process. The computational effort of both the outside-in and
the inside-out passes scales linearly with the number of ID
tracks, as the time-consuming combined fits and extrapola-
tions are repeated for each candidate track. The superlinear
rate of fake ID tracks with growing pile-up in the legacy
software was thus directly reflected in a decreasing speed of
muon reconstruction. For this reason, the stricter selection
criteria in the improved ID track reconstruction discussed
above also benefit the muon reconstruction speed at the order
of 30% at high pile-up. The impact is visible under the label
“New tracking cuts” in Fig. 6b.

Before making changes to the muon reconstruction strat-
egy, a series of optimisations to implementation details of
the existing algorithms were performed, focusing on memory
management and removal of redundant repetition of calcu-
lations. These sped up muon reconstruction by around 20%
and are referred to as “Misc. optimizations” in Fig. 6b.

Dedicated tuning was performed to reduce the number
of ID track candidates entering the primary outside-in com-
bined muon reconstruction chain. Following the strategy of
aborting reconstruction of non-promising candidates as early
as possible, the angular window in the n—¢ plane applied to
select ID tracks for a combined fit was reduced in size from
0.5 x 1.0 to 0.2 x 0.2. The use of these stricter tolerances
was enabled by comparing the track directions expressed
at the MS entrance, rather than the pp interaction region,
which increases precision of the MS track parameters. These
parameters are already available for ID tracks as a result
of the calorimeter extrapolation performed by default on all
ATLAS tracks, allowing them to be used without additional
overhead. This yields a factor of two speedup of the com-
bined muon reconstruction at () = 50. The introduction of
these improvements is labeled as “Outside-in tuning” Fig. 6b.

Several further key improvements were made to the inside-
out muon chain. A fundamental change in strategy motivated
by the proven reliability and maturity of the combined recon-
struction achieved by the end of Run 2 is to no longer execute
the inside-out chain independently of the combined recon-
struction. The improved inside-out recovery chain only con-
siders ID tracks not already used to form an outside-in com-
bined muon track. This removes the need to extrapolate every
ID track candidate through the full MS in preparation for the
inside-out combined muon recovery, as 95% of all muons are
already found through the outside-in reconstruction. The ID
track extrapolation was also sped up by incrementally prop-
agating the track parameters between adjacent muon cham-
bers, rather than performing a full extrapolation from the MS
entrance for each chamber. Together, these changes yielded
a 20% speed-up of muon reconstruction. To further suppress

scaling with increasing pile-up, ID tracks are considered in
the inside-out combined or segment-tagged reconstruction
only if hits or segments not belonging to outside—in com-
bined muons exist in the MS chambers towards which their
trajectories are oriented. These changes are together shown
under the label “ID selection for IO” in Fig. 6b.

The segment-tagged muon reconstruction procedure,
which in the legacy reconstruction performed extrapolations
of all ID tracks to its internal simplified detector geometry
in order to match segments to tracks, now instead re-uses
the results of the ID track extrapolation to muon chambers
performed for the inside-out combined reconstruction. This
removes the majority of track extrapolations required during
the segment-tagged reconstruction and speeds up the remain-
ing extrapolations for the precise track-segment matching at
the level of chambers, because the remaining extrapolation
of the ID track to the reference surface of the segments now
occurs over a very short distance. This results in a factor
of 15 reduction in processing time for the segment-tagging
algorithm, and with the other improvements contributes to
an overall speed-up of the inside-out recovery by a factor of
five to six in the improved reconstruction. Fig. 6b includes
this change under the label “Extrapolation for 10”.

Finally, second iterations of both the outside-in combined
muon reconstruction and the inside-out recovery steps were
added using the set of ID tracks recovered by the LRT step.
The algorithmic workflow is identical to the regular muon
reconstruction chain, with the exception that no standalone or
silicon-associated forward muons are created. This allows the
reconstruction of combined and segment-tagged muon can-
didates with |dp| up to 300 mm. As this iteration is run inde-
pendently of the primary muon reconstruction, MS tracks
and muon segments may be re-used between the primary and
LRT passes. For example, an MS track forming a combined
muon with an LRT track may have been reconstructed as a
standalone muon in the primary pass. This overlap is resolved
in a follow-up step after reconstruction, by preferring com-
bined muons over standalone muons sharing the same MS
track and, in the case of two combined muons sharing the
same MS track, retaining the one with the better compatibil-
ity between ID and MS track directions in the 7 coordinate.
This approach was adopted to ensure that the output of the
primary muon reconstruction pass remains unchanged if the
LRT step is enabled or disabled, a concern during the com-
missioning of this new feature in reconstruction. The label
“Add LRT” indicates the activation of LRT muon reconstruc-
tion in Fig. 6b.

An additional major effort resulted in the successful inclu-
sion of the sSTGC and MM measurements from the New Small
Wheel in the reconstruction of Run 3 data. This work is how-
ever not part of the algorithmic optimisations discussed in this
paper and will be reported separately. In the following, muon
reconstruction will only be studied on Run 2 data where a
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Fig. 7 Relative computational performance improvement of key
reconstruction steps obtained in the updated reconstruction software
compared to that of the legacy implementation when reconstructing a
set of LHC Run 2 data events, as a function of (u), for ID track (a)

meaningful comparison to the legacy reconstruction is pos-
sible.

4 Performance Results

In the following, the performance of the updated reconstruc-
tion is compared to the original, single-threaded software
version that was used at the time of data-taking to recon-
struct the Run 2 ATLAS dataset. An emphasis is placed on
the evolution of the results as a function of pile-up.

Figure 7 shows the relative speedup obtained for the main
components of track reconstruction when compared to the
original legacy software, as a function of the amount of pile-
up. The run time of the ID tracking pattern recognition step
has been reduced by up to a factor of four, and the other steps
of ID tracking are faster by factors of up to two. This includes
drift circle creation, TRT segment making, TRT-seeded back-
tracking and TRT extension finding and fitting. For muon
reconstruction, the inside-out recovery step has been signif-
icantly sped up. The reduced number of ID track extrapo-
lations performed plays a major part in the factor of five to
six run-time reduction for this component. The outside-in
combined track muon reconstruction step is also faster by a
factor of up to two, profiting from the reduced number of
input tracks and the optimised MS-ID track matching, while
the pre-processing step has been sped up by a factor of up to
two due to a more efficient implementation of the segment
formation.

A comparison of the average total track reconstruction
time per event between the updated and legacy reconstruc-
tion software is shown as a function of pile-up in Fig. 8 for ID
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and muon (b) reconstruction. The “Miscellaneous” category includes
event data model handling, vertex reconstruction, reading of detector
condition information and, for the ID track reconstruction, also cluster
formation in the Pixel and SCT subdetectors

tracks and in Fig. 9 for muon tracks. The time is decomposed
into the key reconstruction steps, and the bottom panels indi-
cate the fraction of the total time contributed by each step. For
the legacy reconstruction, the track-finding step was by far the
largest CPU consumer for track and total ATLAS reconstruc-
tion, and it scaled superlinearly with (x). This behaviour has
been rectified in the updated reconstruction. After the opti-
misations, the pile—up dependency of reconstruction time is
closer to linear in the range relevant for Run 3, showing that
the updated tracking software is well prepared for high- ()
data-taking. A reduction of the total ID tracking and ver-
texing CPU time per event by a factor of three is visible for
() = 60, and the CPU time taken is distributed more evenly
between the individual components. For muon reconstruction
shown in Fig. 9, the strong impact of the improvements to
the inside-out muon recovery is immediately visible, driving
an overall factor of approximately three speedup of muon
reconstruction. In the updated reconstruction, the inside-out
recovery, which represented up to 40% of the muon recon-
struction time in the legacy reconstruction, contributes only
a minor fraction of the total processing time. The majority of
the run time is now spent in the outside-in combined recon-
struction, which is also responsible for reconstructing 95%
of the muon candidates.

Figure 10 shows the total track reconstruction time as a
function of (u), including the reconstruction of data taken
during an LHC machine-development fill at very high-(u)
in 2018. This allows ATLAS to evaluate the reconstruction
speed under such challenging conditions beyond the expected
values for Run 3. For both muon and ID track reconstruction,
the updated reconstruction is more than twice as fast as the
previous version at (1) = 60, even after including the new
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Fig. 8 Breakdown of the average CPU time required per event for
ID track and vertex reconstruction when reconstructing a set of LHC
Run 2 data events, as a function of (i), comparing the legacy (a) and
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Fig. 9 Breakdown of the average CPU time required per event for
muon reconstruction when reconstructing a set of LHC Run 2 data
events, as a function of (u), for the legacy (a) and updated (b) config-
urations. The bottom panel shows the fraction of the total track recon-

LRT step. Nearly linear scaling of the CPU consumption
with () is now observed compared to the behaviour seen
for the legacy reconstruction, and even when reconstructing
data taken at () = 90, the updated reconstruction achieves
a processing speed comparable to the legacy reconstruction
at () = 60 when applied to a similar workload. The benefits
from the improvements become more obvious with increas-
ing pile-up.

For the ID track reconstruction, the CPU time taken to
reconstruct a set of Run 3 collision data events is also studied,

(b)

cellaneous” category includes event data model handling, vertex recon-
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reconstruction, also cluster formation in the Pixel and SCT subdetectors
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struction time taken by each component. The “Miscellaneous” category
includes event data model handling, vertex reconstruction, reading of
detector condition information and, for the ID track reconstruction, also
cluster formation in the Pixel and SCT subdetectors

with the LRT step included. The timing of Run 3 reconstruc-
tion is found to be consistent with the expectation obtained
by evaluating the updated reconstruction on Run 2 data. A
slightly faster reconstruction compared to the Run 2 refer-
ence is due to temporary failures of Pixel detector modules
during the 2022 data-taking, which result in a reduced num-
ber of space points to process. For muon reconstruction, a
direct comparison of reconstruction times between Run 2
and Run 3 data is not meaningful as discussed previously.
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Fig. 10 Processing time taken per event versus average pile-up to
reconstruct ID tracks and vertices (a) or muons (b) in the same events,
for the the updated (purple) and legacy (green) reconstruction software.
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Fig. 11 Number of seed tracks processed divided by the final number of tracks created in the silicon-seeded tracking as a function of (u) (a) and
average number of tracks reconstructed per event as a function of the value facal, With a linear fit to the range 10 < ftacal < 30 superimposed as

a dashed line (b)

The improved efficiency of the ID track reconstruction is
further illustrated in Fig. 11. Figure 11a shows the number of
processed track seeds divided by the final number of tracks
created in the silicon-seeded track finding process as a func-
tion of (u). The ratio of seeds to output tracks is reduced
by a factor of almost two in the updated reconstruction. To
reconstruct the same number of tracks, the costly algorithms
responsible for extending a seed through the tracker into a
candidate are thus called only half the number of times on
average. This allows ATLAS to achieve the large speedup of
the track finding stage shown in Figure 7. Figure 11b depicts
the average number of tracks reconstructed per event as a
function of fycwal- A linear fitto 10 < fracal < 30 is super-
imposed as a dashed line on the full range of [tycwal. The

@ Springer

number of genuine track candidates per event is proportional
to the number of charged particles produced in the pp colli-
sions and thus scales linearly with (t,c,q1- The number of fake
tracks scales superlinearly with pt,ca1, reflecting the growth
of combinatorics. A clear non-linear component amounting
to up to 30% of the total number of tracks is visible for the
legacy reconstruction, whereas the updated reconstruction
shows nearly ideal linear behaviour. The formation of fake
tracks has become very rare in the updated tracking, fur-
ther improving computational efficiency but also benefiting
the reconstruction of track-based physical observables and
reducing the disk storage requirements per event.

The improvement in data storage requirements resulting
from the updated ID track reconstruction is also visible in
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Fig. 12 Event size of the inner detector reconstruction output in the
ATLAS event data format for the same set of reconstructed data events
as a function of average pile-up, comparing the legacy and updated
releases. The shaded panel on the right indicates data events taken from a
2018 machine development run not passing the full ATLAS data quality
requirements

Fig. 12, which shows the average disk space required to store
ID tracks in kilobytes per event for the standard ATLAS event
data format. The observed 20-50% reduction compared to
the legacy reconstruction is a direct consequence of reduc-
ing the rate of misreconstructed ID tracks by a combina-
tion of the algorithmic improvements and stricter silicon hit
count and impact parameter requirements discussed above.
Even after including the additional tracks from the LRT, a
reduction of up to 40% is achieved at (u) = 60, a value
that can be expected for future Run 3 data. Additionally, the
growth of the disk usage with increasing pile-up is observed
to be smaller in the updated software release, leading to larger
improvements at even higher values of (u).

The new deployment of the ACTS software framework
in ATLAS for primary vertex reconstruction results in a sig-
nificant reduction of primary vertexing CPU time. Figure 13
shows a comparison of the primary vertex reconstruction time
required per event between the ACTS-provided Adaptive
Multi-Vertex Finder algorithm and the previously deployed
ATLAS implementation. An average reduction of CPU time
of more than a factor of 1.5 is seen while the ACTS imple-
mentation yields physics results that are identical to those
from the previous non-ACTS version. The now fully inte-
grated ACTS vertexing software makes additional function-
ality with further potential for CPU improvements available
for future developments.

Figure 14 shows that ID track and Muon reconstruction
accounted for around 68% and 13% of the total ATLAS
event reconstruction CPU time in the legacy software release,
respectively. As a result, the speed improvements described
in this paper scale almost directly to an improvement of the
total ATLAS event reconstruction. In the updated reconstruc-
tion, this fraction is approximately retained when including

7 450 T T T T T T T T
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Fig. 13 A comparison of primary vertex reconstruction processing
time taken per event, versus average pile-up, for the ATLAS (non-
ACTY) version of the Adaptive Multi-Vertex Finder Algorithm and the
ACTS-provided implementation. The shaded area indicates data events
taken from a 2018 machine development run not passing the full ATLAS
data quality requirements

the LRT. This is because several other algorithms, such as jet
reconstruction and hadronic tau decay candidate identifica-
tion, which contributed around 3% of the total reconstruction
time, have been moved from the main reconstruction pass
into the downstream processing in the updated ATLAS event
reconstruction. This reduction in runtime of non-tracking
algorithms in the main reconstruction step is almost pro-
portional to the speedup achieved in tracking. In addition,
a large number of the most time-consuming non-tracking
algorithms, such as streaming the reconstructed event data
to disk, scale in run time with the number of reconstructed
track candidates and thus benefit from the reduced rate of
misreconstructed tracks. Accordingly, the total reconstruc-
tion time per event has decreased from 9.1 s to 4.8 s on the
machine specified in “Benchmarking Methodology, Data and
Simulation Samples”. This indicates that track reconstruction
remains the most promising part of event reconstruction to
achieve further improvements in overall throughput.
Finally, the software improvements have not negatively
impacted the track reconstruction physics performance com-
pared to the legacy reconstruction. The tracking efficiency,
defined as the fraction of charged particles originating from
the primary pp interaction successfully reconstructed, is
shown for the ID comparing the updated and legacy recon-
struction in Fig. 15 as a function of the charged particle trans-
verse momentum. Simulated ¢7 events are studied, leading to
a track sample dominated by pions. The efficiency loss is
smaller than 4% at low pr and smaller than 1% at larger
transverse momenta. The slight reduction compared to the
legacy implementation is a result of the stricter requirements
on the number of silicon clusters and impact parameter for
a track to be retained, and does not affect the reconstruction
of muons as minimum ionising particles. Figure 16 depicts

@ Springer
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Fig. 14 Fraction of the total CPU consumption of full ATLAS recon-
struction represented by ID tracking and Muon reconstruction for the
legacy (a) and updated (b) reconstruction, for one data run at () = 50.
In the updated reconstruction, several algorithms, such as jet recon-
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Fig. 15 ID Tracking efficiency as a function of pr in simulated 77
events with a flat () distribution between 0 and 80, in a comparison of

the updated and legacy reconstructions. The error bars indicate statisti-
cal uncertainties

the reconstruction efficiency obtained for simulated single
muons of pt = 10 GeV for ID tracks and muons satisfying
the Medium [16] identification criteria, which preferentially
select combined muons and represent the requirements most
frequently applied in ATLAS physics analyses. The muon
reconstruction efficiency is shown relative to the successful
identification of an ID track, making the total muon recon-
struction efficiency the product of the two values depicted
individually. The updated ID track reconstruction achieves
an efficiency within five per-mille of the legacy reconstruc-
tion across the full instrumented pseudorapidity range. The
muon reconstruction efficiency, once an ID track is found, is
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Fraction of Total Time 4.8 s per event

(b)

struction and hadronic tau decay candidate identification, are no longer
included in the main ATLAS reconstruction and hence no longer enter
the sum

slightly improved compared to the legacy implementation.
In |n| < 0.1, the muon reconstruction efficiency is reduced
for both software releases due to limited detector acceptance,
as the MS has gaps for service cabling in this region. In both
figures, the simulations include the best available knowledge
of inoperative detector modules. In the improved reconstruc-
tion, this includes a slightly larger number of defects as com-
pared to the legacy software implementation, reflecting the
updated detector status after the conclusion of LHC Run 2.
This more conservative estimate of detector availability is
part of the reason for the small difference between the soft-
ware releases.

5 Conclusions

LHC Run 3 challenges experiments’ event reconstruction
with a significant increase in the amount of pile-up activity.
In ATLAS, the inner detector and muon track reconstruction
software has been re-optimized in order to meet this chal-
lenge, ensuring that prompt event reconstruction remains fea-
sible within the available computing resources. The improve-
ments exploit the increased experience in operating the exper-
iment by employing stricter tolerances where possible and
relying more on the sharing of information between pre-
viously independent algorithms. Non-promising track and
muon candidates are rejected as early as possible, minimiz-
ing the number of calls to downstream algorithms within
the reconstruction chain. An execution speed improvement
between a factor of 2 and 4, depending on the pile-up, is
achieved for both ID track and muon reconstruction. The
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Fig. 16 Tracking efficiency for simulated single muons using the Run2
detector geometry with pt = 10 GeV for ID track (a) or muon recon-
struction using the Medium working point in case an ID track was suc-

number of fake tracks has been reduced to less than half of the
previous amount and up to 40% less storage space is required
for the tracks. At the same time, the reconstruction efficiency
is nearly completely retained. The performance and recon-
struction speed remain stable at pile-up values well beyond
the design values for LHC Run 3, giving confidence in the
robustness of ATLAS event reconstruction to evolving oper-
ating conditions. The improvements allow the execution of an
additional reconstruction pass to recover tracks not pointing
towards the beamline in the standard reconstruction, benefit-
ing long-lived particle searches while retaining a significant
overall performance improvement compared to the past soft-
ware version.
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