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1

Introduction

State-of-the-art detectors operating in space have paved the way for high-
precision direct measurements of galactic cosmic-ray (CR) spectra. Recent re-
sults for proton and helium nuclei have shown unexpected spectral features
that deviate from the single power law predicted by the standard CR model.
From a few hundred GeV to a few TeV, a hardening of the spectral index,
i.e. an enhancement of the flux, has been measured by several experiments
(e.g. AMS-02, PAMELA, DAMPE, and CALET) using different experimen-
tal techniques (magnetic spectrometers, calorimeters). At tens of TeV, both
the DAMPE and CALET calorimeters have recently observed a flux soften-
ing. These results have pushed the boundaries of direct measurements of
CR spectra, helping to shed light on the acceleration and propagation mech-
anisms of CRs in the Galaxy. Nevertheless, the high-energy region of the
spectra, from tens to hundreds of TeV, still suffers from significant uncertain-
ties, mainly due to the very limited statistics.

In this context, the main objective of this Thesis is to improve the statisti-
cal precision of the CR helium flux measurement with CALET data, focusing
on the high-energy region. This is achieved by extending the fiducial geo-
metrical acceptance of the present analysis [8].

The CALorimetric Electron Telescope (CALET) is a multi-purpose space-
based experiment that has been acquiring data onboard the International
Space Station (ISS) since mid-October 2015. The mission is sponsored by
JAXA (Japan Aerospace eXploration Agency) with the collaboration of ASI
(Italian Space Agency) and NASA (National Aeronautics and Space Admin-
istration). The CALET instrument consists of three sub-systems. The To-
tal AbSorption Calorimeter (TASC), a deep homogeneous calorimeter with
an equivalent thickness of 27 radiation lengths (X0), measures the particle
energy. The IMaging Calorimeter (IMC) is a sampling calorimeter with an
equivalent thickness of 3 X0, primarily designed to visualize the particle tra-
jectory and its early shower profile. The CHarge Detector (CHD) is a two-
layer hodoscope for identification of nuclear species over a wide dynamic
range, from Z = 1 to Z = 40.

In Chapter 1, an overview of cosmic ray physics is given, from its earliest
stages to the current developments.

In Chapter 2, the CALET telescope is extensively described in terms of
components and performance. A selection of CALET results, obtained dur-
ing the first ∼ 7.5 years of operation, is also reported.

In Chapter 3, the event reconstruction procedure that is common with
in-flight and simulated data is described. For each event, such procedure
provides all the information needed for the helium analysis, such as the track,
the energy deposited in the calorimeter, and the charge estimators for the
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identification of the impinging particle identification. The selection criteria
(pre-selection), that ensures a well-reconstructed sample of events, is also
explained in detail.

Chapter 4 is mainly focused on a newly developed selection, based on a
machine-learning technique, that improves the helium analysis, especially at
high energies. In particular, the main novelty is the introduction of multi-
variate analysis based on Boosted Decision Trees (BDTs) to enhance the re-
jection of background events whereby the trajectory of the primary parti-
cle is misidentified. The charge identification and the unfolding procedure
to infer the primary energy from the fraction of energy deposited in the
calorimeter, are also discussed. The former is performed as a function of
deposited energy, in order to ensure an almost constant efficiency over the
entire range, while limiting proton contamination. For the second, two dif-
ferent approaches have been studied: the Bayesian iterative approach and the
SVD-based approach. In both cases, the stability of the unfolding procedure
has been validated and the related statistical uncertainty has been evaluated
by using the bootstrap method. Finally, a preliminary measurement of helium
flux in fiducial acceptance is provided.

Chapter 5 describes the steps taken to extend the analysis to enlarged
acceptances K1 and K3, i.e. including events with larger tilt angle that do
not cross the CHD sub-detector. Theoretically, such extensions could allow
a statistical gain of up to 60 percent, with respect to the fiducial acceptance.
In particular, BDT-based selections and energy-dependent charge selections
are defined for these two separate extended acceptances, the former more
conservative (K1) than the latter (K3), differing in the number of IMC layers
traversed. After verifying the stability of the iterative unfolding procedure,
the corresponding flux measurements for both configurations are reported
with their statistical uncertainties.

In Chapter 6, a preliminary evaluation of the systematic errors is reported
for both the analysis in the fiducial acceptance A1 and in the extended accep-
tances K1 and K3 . Finally, the flux measurements with their total errors, are
presented and discussed.
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Chapter 1

Galactic Cosmic-Ray Physics

Although more than a century has passed since the discovery of cosmic rays,
the full picture of their origin, as well as the nature of their acceleration and
propagation mechanisms, has yet to be completely assessed. This chapter
provides an overview of cosmic ray research from its earliest stages to current
developments.

1.1 Historical overview

The history of cosmic rays can be traced back to the beginning of the 20th

century, when systematic investigations into the enigma of the spontaneous
discharge of an isolated electroscope1 began. The prevailing view at the time
was that this unknown penetrating radiation would come from the Earth’s
crust2. However, a series of courageous experimental measurements led to a
paradigm shift. In 1912, Victor Hess carried out a series of high-altitude bal-
loon flights (up to 5200 m) to measure the ionisation level of the atmosphere,
leading to the discovery of what would later be called cosmic rays. As shown
in the left panel of the Fig. 1.1, the results proved that, apart from a small ini-
tial decrease in the ionisation rate, the amount of radiation increased with
altitude. These results were later confirmed by Kolhöster, who made mea-
surements up to an altitude of 9200 m (right panel of the Fig. 1.1) between
1913 and 1914, confirming the extraterrestrial origin3 of this penetrating ra-
diation.

The name “cosmic rays" was later coined by Robert Millikan in 1926, who
became convinced of their non-terrestrial origin after making measurements
at various depths in high-altitude lakes. However, CRs were initially thought
to be high-energy photons (the “ultra γ-ray" hypothesis) resulting from the

1This phenomenon was first reported by the French scientist Charles Augustin de
Coulomb at the end of the 18th century in his third work (1785) of his “Mémoires sur l’électricité
et le magnétisme".

2This hypothesis was motivated by the existence of radioactive elements discovered at
the time by Henri Becquerel and Marie and Pierre Curie. In fact, the first experiments with
these radioactive sources showed that a charged electroscope discharges when a radioactive
rod is approached.

3It is worth noting that the hypothesis that cosmic rays would come exclusively from the
Sun was also ruled out, as Hess did not observe any significant day-night asymmetry in his
measurements.
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FIGURE 1.1: Levels of ionizing radiation as a function of alti-
tude measured by Hess [88] in 1912 (right panel) and by Kol-
höster in 1913-14 (left panel). The ionisation rate found by
Kolhöster was about 10 times higher than the rate measured
at sea level, confirming its extraterrestrial origin. Figure taken

from [65].

synthesis of light elements, such as helium, in the interstellar medium (“birth
cries of atoms” according to the Millikan’s famous expression).

In 1927, Clay [55] discovered instead that this radiation is made by charged
particles, observing that the intensity of the CR varied with latitude4 as a con-
sequence of the Earth’s magnetic field. Since then, the geomagnetic effect of
the CRs has been confirmed in several experimental campaigns. The world-
wide Compton and Alvarez [30] campaign was the first to observe the East-
West effect5, demonstrating that CR are predominantly positively charged
particles.

In 1938, Pierre Auger and Ronald Maze [34], while performing measure-
ments at high altitude discovered6 extensive air showers (EAS), i.e. a cascade of
secondary particles produced by the interaction of a primary CR with parti-
cles in the air. By observing signals in coincidence between detectors placed
up to 300 meters apart, they estimated that the energy of the primary CRs
reached up to ∼ 1015 eV, a surprising result, given that the maximum ener-
gies achievable in the laboratory at the time were several orders of magnitude

4Clay observed that the intensity of the CR decreased by more than 10% as he approached
the equator.

5i.e. , the intensity of low-energy cosmic rays coming from the East is lower than those
coming from the West.

6It is worth mentioning the contribution of Bruno Rossi. In 1934, during an expedition
to Eritrea, aiming to measure the East-West effect, he observed signals in coincidence larger
than the expected background for uncorrelated events. However, these results were pub-
lished (in Italian) in an Italian journal [64], where he stated that unfortunately he had not
had time to carry out more detailed measurements to investigate the nature of these particle
cascades.
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FIGURE 1.2: Map showing location of Compton’s major sta-
tions for observing cosmic rays. Figure taken from [58].

lower.
In the same years, the use of CRs as “high-energy beams" for the emerg-

ing field of particle physics became possible thanks to rapid improvements
in experimental techniques. An important contribution was the invention of
coincidence circuits7 by Boethe and Kolhöster, which provided the first trig-
gers for the CR detection. The first breakthrough came in 1932, when Carl
Anderson discovered the positron by studying the tracks left by CRs in a
Wilson cloud chamber immersed in a magnetic field. The original image of
the positron track photographed by Anderson is shown in Fig. 1.3. The fol-
lowing year, the discovery of antimatter was confirmed by the experiment of
Blackett and Occhialini (1933). They also demonstrated the conversion of a
photon into an electron-positron pair, as predicted by Dirac’s relativistic elec-
tron theory, improving the experimental technique by means of a coincidence
circuit invented by Rossi. These pioneering findings paved the way for the
discovery of new particles. The muon was discovered in 1936 by Anderson
himself and Neddermeyer, the pion in 1947 by Powell, Lattes, Occhialini, and
Muirhead, and many other particles were discovered up to the 1950s. Later,
the development of particle accelerators became the main focus of subatomic
physics research, splitting the two scientific communities.

Nevertheless, CR research has continued to achieve significant results.
In 1962, John Linsley first observed a particle of energy ∼ 1020 eV using the
detector array of the Volcano Ranch experiment in New Mexico [97]. This en-
ergy is about several orders of magnitude greater than the maximum energy
reached by the LHC, the most powerful man-made accelerator. In addition,
the discovery of this particle set the stage for the subsequent development
of large-scale EAS detectors for the study of ultra-high-energy cosmic ray
(UHECR).

7For a detailed historical account of the development of coincidence techniques in cosmic
ray physics, see the work [45] of L. Bonolis.
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FIGURE 1.3: Photograph from Anderson’s cloud chamber
showing for the first time a positron track. The curvature of
the trajectory indicates that the particle, entering from the bot-

tom, is positively charged. Figure taken from [31]

Currently, frontier research on CRs is performed with space-based and
ground-based experiments8. Satellite and balloon experiments enable a di-
rect measurement of galactic CRs by identifying the charge and the energy of
the primary particle. Operating with magnetic spectrometers (e.g. AMS-02,
PAMELA, . . . ) and calorimetric instruments (e.g. CALET, DAMPE, . . . ), they
cover a wide range of energies up to hundreds of TeV. In contrast, ground-
based experiments can only perform indirect measurement of cosmic rays,
mainly through the lateral, longitudinal and temporal development of the
air particle showers. In this case, the energy range spans from about 100 TeV
up to the highest measured energies∼ 1020 eV. Finally, an intriguing hypoth-
esis is that the CR anti-matter spectra may contain signatures of dark matter
(DM) particles9, shedding light on their enigmatic nature.

The properties of the observed CR energy spectrum and its composition
will be discussed in the next section.

8In addition, underground-based experiments enable the measurement of astrophysical
neutrinos and the muon component of CRs, which is the most penetrating component.

9This technique belongs to the class of indirect dark matter search. It is based on the de-
tection of anomalous components in CR spectra that emerge from annihilation of DM pairs
in the galactic halo [68]. For example, the positron and electron+positron CR spectra may
contain this kind of signatures, therefore limits on DM annihilation and decay parameters
can be achieved with a suitable modeling of the astrophysical background (e.g. see [106]).
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1.2 Energy spectrum and abundances

The energy spectrum, together with its composition, is the main experimen-
tal source of information on the acceleration and propagation mechanisms of
cosmic rays. The term CR energy spectrum is commonly used to indicate the
differential intensity10 or flux of cosmic rays. The spectrum can be measured as
function of the particle kinetic energy (or the kinetic energy per nucleon) or
in rigidity R = pc

Ze . The former is mainly used by experiments measuring the
particle energy only via calorimetric instruments, whereas the rigidity is usu-
ally adopted in experiments that are equipped with magnetic spectrometers.
The CR spectrum covers a wide range, from relatively low energies (tens of
MeV) to extremely high-energies (above 1020 eV). The all-particle flux can be
modeled at the first order, with a single power law

Φ(E) ∝ E−γ

that emerges from the stochastic nature of the acceleration mechanism. How-
ever, the spectral index γ depends also on the transport of CRs in the inter-
stellar medium, as we will see in section 1.4. A general overview of the avail-
able data from a large variety of experiments is given in Fig. 1.4 where the
differential flux is multiplied11 by E2. From this spectrum, it is possible to
identify several regions marked by different spectral features.

For energies below a few tens of GeV, the cosmic ray flux is strongly in-
fluenced by the solar activity. Thus, the intensity of the low-energy cosmic
rays is affected by solar modulation deviating from the power law trend of
the higher energy region.

For energies between ∼ 10 GeV and ∼1 PeV, cosmic rays are assumed
to be of galactic origin and accelerated, according to the standard paradigm,
by diffusive shocks from supernova (SN) explosions. The spectrum follows
a power law with an approximately constant spectral index γ ≈ 2.7. How-
ever, recent measurements from a variety of space-based experiments (e.g. [8,
19, 29, 57]) have shown that there are deviations from the single power-law
trend, with spectral “breaks” at different energies depending on the element
involved. These unexpected features could provide crucial information on
how galactic CRs are accelerated and on their propagation.

From “knee" (∼ PeV) to “ankle" (few EeV) energies, the spectrum becomes
steeper and the spectral index increases from 2.7 to 3.1. Although alternative
theories have not been definitively ruled out, the leading hypothesis is that a
transition from the galactic to the extra-galactic component of CRs is taking
place in this energy interval.

The energy region above the “ankle" is the domain of UHECRs and the
spectral index becomes harder again γ ∼ 2.5. Since at these energy scale, the
protons begin to have a Larmor radius larger than the radius of the galaxy, the
flux is assumed to come only from extra-galactic component(s).

10The differential CR intensity (flux) Φ is defined as dN = Φ dE dA dΩ dt, where dN/dE
are the number of particles in the infinitesimal energy interval [E, E + dE] crossing the area
dA, from solid angle dΩ during the time dt.

11This is a common practice to highlight the spectral features of the steep CR flux.
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A further suppression of the flux occurs at ∼ 5× 1019 eV. This threshold
is known as the GZK cutoff because above this energy protons begin to lose
significant amount of energy on their path due to interaction with the cosmic
microwave background (CMB) radiation12.

In terms of chemical composition, CR are mainly protons (about 88%)
and helium nuclei (about 10%). Electrons (and positron) account for about

12One of the first questions posed by the scientific community concerned the “natu-
ral" end of the CR spectrum. In 1966 Greisen [84] and, independently, Zatsepin and
Kuzmin [140] pointed out that UHECRs would lose energy through interaction with (at that
time, newly discovered) CMB photons. In particular, the following photodisintegration pro-
cesses through the ∆+ resonance

p + γ→ ∆+ → π+ + p

p + γ→ ∆+ → π0 + n

can occur with the subsequent emission of high-energy neutrinos and photons. In the case
of the interaction with CMB photons, this channel becomes significant if the energy of a
UHECR proton is greater than∼ 5× 1019 eV, making unlikely its arrival from an acceleration
site more distant than about 30 Mpc, as reported in Ref. [118].
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1%, while the remaining heavier nuclei (the “metals”) complete the CR com-
position. The study of the relative abundances of CRs is crucial because it
provides key information on the propagation of CRs and on their origin. A
comparison of the relative abundances (normalised to silicon) of CRs with
those of our Solar System13 is shown in Fig. 1.5 from hydrogen to uranium.
Since direct CR measurements allow the identification of individual species
or, in some cases, even single isotopes, data are mainly taken from satellite-
based or balloon-borne experiments.

At first glance, the fairly good similarity over the whole range of elements
suggests a common origin. Namely, CRs are supposed to be produced by
stellar nucleosynthesis and accelerated to the highest energies by cosmic ac-
celerators (such as shocks from SN explosions, pulsars, . . . ). The “odd-even”
effect14 is present in both cases.

However, on closer inspection, some significant discrepancies emerge.
On the one hand, there is the under-abundance of hydrogen and helium in
the cosmic rays. The origin of this feature is still unknown, but one of the hy-
pothesis that have been proposed, would point in the direction of a different
composition of the CR sources.

On the other hand, there is the remarkable overabundance in CRs of the
Li-Be-B group of elements and of the sub-iron elements (such as Sc, Ti and V).
These differences in abundances can be explained by considering the spalla-
tion (also referred to as fragmentation) process undergone by primaries ele-
ments (i.e. carbon and oxygen in the former case and iron in the second case)
when they interact with the nuclei of the interstellar medium (ISM) during

13The elemental abundances of our Solar System are inferred in a variety of ways, such as
the analysis of the chemical composition of meteorites and photospheric measurements of
the Sun.

14The “odd-even” means that nuclei with an even number of protons and neutrons are more
stable and therefore more abundant than those with an odd number.
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their propagation and produce the so-called secondary elements. Therefore,
the primary-to-secondary ratio provides an estimate of the average amount
of material traversed by the CR particles from the acceleration site to Earth.
This in turn allows an estimation of the average confinement time, as we will
see in the section 1.4. In particular, a key information for CR propagation
models is provided by the B/C ratio, since carbon nuclei are expected to be
produced and accelerated close to the sources, while boron is assumed to be a
pure secondary, i.e. produced entirely by the fragmentation of heavier nuclei.
Therefore, the B/C ratio allows a direct estimation of the average amount of
material traversed by CRs, as well as it constraints the spatial diffusion coef-
ficient and its energy dependence.

Finally, it is worth mentioning an independent technique for estimating
the average confinement time of CRs in the Galaxy, based on the ratio of long-
lived radioactive isotopes (such as 10Be, 26Al, . . . ) to their stable secondary.

1.3 Acceleration mechanisms

Understanding the mechanisms of CR acceleration is crucial both for the
physical interpretation of the experimental data and for the identification of
candidate sites for their production. In particular, a reliable model explain-
ing the acceleration processes must take into account the following properties
derived from observations:

• The energy spectrum of CRs, whether nuclei or electrons, follows a
power law where the γ coefficient is approximately between 2 and 3.
Thus, this trend suggests a non-thermal15 acceleration mechanism.

• The elemental abundance of primary CRs below the knee energy region
is similar to the chemical composition of the Solar System.

• The maximum energy of a detected CR is ∼ 1020 eV. However, the bulk
of CR is below the knee energy where the spectral index is almost con-
stant.

In the next paragraphs, some of the proposed acceleration mechanisms
will be explained.

1.3.1 Fermi acceleration mechanism

Historically, one of the first model to explain the CR acceleration was the one
proposed by Enrico Fermi in his renowned paper [76]. This model is now
known as the “second-order Fermi acceleration mechanism".

15Under extreme conditions, the thermal radiation found in the cosmos can reach energies
of keV and above. However, the power-law spectrum of the cosmic rays does not show any
sign of a characteristic temperature scale, and therefore it cannot be the result of thermal
processes. Stochastic processes such as the Fermi acceleration mechanism, magnetic recon-
nection, etc. are some examples of non-thermal acceleration mechanisms.
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FIGURE 1.6: Schematic of the second-order Fermi acceleration
mechanism in a moving ionized gas cloud. Figure taken

from [79]

Second-order acceleration mechanism The main idea behind it is that charged
CR particles are stochastically accelerated in the reflections with the magnetic
mirrors16. In the astrophysical context, the magnetic mirrors are slowly mov-
ing interstellar gas clouds, that act as massive scatterer for the charged CR
particle entering in it. Let us repeat the calculations, starting from the injec-
tion of a charged particle with energy E1 into an ionised cloud moving with
velocity V at an angle θ1. After diffusion17 inside the cloud, the particle exits
with an angle θ2 as shown in Fig. 1.6. In the cloud rest frame, the total particle
energy is

E∗1 = γE1(1− β cos θ1)

in which β = V
c and γ = 1/

√︁
1− β2 is the Lorentz factor. Since the mass

of the gaseous cloud (M) is much larger than that of the incoming particle
(m), the process can be modelled as a collision against a wall where E∗2 = E∗1
in the cloud frame of reference. Hence, transforming back in the laboratory
frame, the energy after the collision is

E2 = γE∗2(1 + β cos θ∗2)

and therefore, the relative energy gain is

ξ =
∆E
E

=
1− β cos θ1 + β cos θ∗2 − β2 cos θ1 cos θ∗2

1− β2 − 1 (1.1)

Thereafter, the average of the quantities cos θ1 cos θ∗2 is required to derive the
mean energy gain per collision ⟨ξ⟩. Since a large number of scatterings occurs

16Magnetic mirrors refer to regions where particles can be reflected without collision, but
due to the strong non-uniformity of the magnetic field. An example in the Earth’s magne-
tosphere is van Allen radiation belts where charged particles, e.g. electrons and protons, are
trapped between two magnetic mirrors.

17The multiple collisionless scatterings within the cloud can be modelled as a random walk
because the inhomogeneities of the magnetic field are random as well.
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within the moving cloud , the exit angle θ∗2 is actually random and thus, the
⟨cos θ∗2⟩ = 0. On the other hand, for the entry angle θ1 there is a higher
probability of a head-on collision than a tail-on collision. In the former case,
there is a net energy gain, in the latter a net energy loss. Specifically, the
probability P(θ1) is proportional to the relative velocity between the particle
and the cloud, v + V cos θ1, where v is the velocity of the charged particle. In
the ultra-relativistic limit (v ≈ c), one gets P(θ1) ∝ (1− β cos θ1) and

⟨cos θ1⟩ =
∫︁ 1
−1 cos θ1(1− β cos θ1)d cos θ1∫︁ 1
−1(1− β cos θ1)d cos θ1

≃ −β

3

The insertion of this term into the equation 1.1 yields an average energy gain
per single collision of

⟨ξ⟩ = ⟨∆E⟩
E

=
1 + β2/3

1− β2 − 1 ≈ 4
3

β2 (1.2)

where a non-relativistic cloud was considered (β ≪ 1). Since ⟨∆E⟩/E ∝ β2,
it is called second-order Fermi acceleration. Furthermore, a power-law dis-
tribution of particle energies can be obtained from this model. This will be
described in the next section, while addressing the “first-order” Fermi accel-
eration mechanism.

However, this model has a number of issues that do not fit with the pic-
ture provided by Galactic CR observations. One of the main problem is the
very slow acceleration process18. In fact, the average collision rate would be
only a few per year, since the typical velocity of interstellar clouds is much
lower than the speed of light β = V

c ∼ 10−4, and the typical scale of magnetic
field irregularities in the interstellar medium is l0 ∼ 0.1 pc. In addition, the
power law exponent is a free parameter in this model and therefore it cannot
provide a theoretical explanation for the observed spectral index.

First-order acceleration mechanism In order to overcome the problem of
the very slow acceleration time, Fermi proposed an update of his mechanism
in Ref. [75]. The main idea behind this revision is to consider an acceleration
process in which the particle gains energy only through head-on collisions.
In particular, it can be shown (see e.g. Ref. [65]) that in this way the average
energy gain for each collision is proportional to β,

⟨ξ⟩ ≈ 4
3

β.

18An estimate of the characteristic acceleration time

τ2nd
F =

⟨∆t⟩
⟨∆E⟩/E

=
3
2

l0c
V2 ∼ 107 yr

where l0 is the typical scale of magnetic field irregularities in the interstellar medium and
⟨∆t⟩ = 2l0/c is the average time between two collisions.



1.3. Acceleration mechanisms 13

and so it is called first-order Fermi acceleration. In addition, this mechanism
enables the enhancement of the acceleration time by a β factor19, albeit it is
still a fairly slow process. It is also worth noting that the Fermi acceleration
mechanism leads to a power law, as required experimentally. A derivation,
based on Ref. [79], is as follows. Let ξ be the average energy gain for a single
collision, such that ∆E = ξE. Thus, after k collision, one gets

Ek = E0(1 + ξ)k

where E0 is the injection energy into the acceleration site. Then, the proba-
bility that a particle can still be accelerated after k interactions is (1− Pesc)k,
where Pesc represent the probability that the particle leaves the acceleration
region in a single collision. Since the number of iterations n to reach the
energy E is n = ln(E/E0)

ln(1+ξ)
, the number of particles that are accelerated to an

energy ≥ E is

N(> E) ∝
∞

∑
m=n

(1− Pesc)
m =

(1− Pesc)n

Pesc

and therefore (see Ref. [79]) the power law spectrum is obtained as

N(> E) ∝
1

Pesc

(︃
E
E0

)︃λ

(1.3)

where the exponent λ ≈ Pesc
ξ .

1.3.2 Diffuse shockwave acceleration

The diffuse shockwave acceleration (DSA) mechanism is the standard paradigm
for explaining the acceleration of GCRs. It belongs to the class of first-order
Fermi mechanisms because the net energy gain is linearly proportional to
the shock velocity U. Since the pioneering works of Axford et al.(1977) [35],
Krymskii(1977) [96], Bell(1978) [38], Blandford et Ostriker [44] and Drury(1983) [69],
the DSA mechanism has been developed using several approaches and it has
been studied in a variety of astrophysical environments.

The main idea behind this mechanism is based on a strong shockwave20

propagating through a medium (e.g. the interstellar medium in front of su-
personic SN remnants) with a velocity U higher than the local speed of sound
cs. According to the Bell’s treatment [38] also presented in Longair’s book [99],
it is assumed that there is a stream of high-energy particles that diffuse in
front of and behind the shockwave front. Since these particles are relativis-
tic and the shock is not, their directions of propagation becomes isotropic in
the moving fluid’s frame of reference, as a result of collisionless scatterings
driven by magnetic turbulences. A schematic representation of this process
as viewed in different frames of reference, is shown in the Fig. 1.7. Let us start

19As mentioned in Ref. [118]
20A shock wave is characterized by a sudden and intense increase in pressure, tempera-

ture, and density as it travels through the medium.
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FIGURE 1.7: Schematic of the diffusive shock acceleration
mechanism in different frames of reference. (a) The shock front
travel with supersonic velocity U through the interstellar gas
that is characterized by density ρ1, temperature T1 and pres-
sure p1. (b) The shock front is at rest and the gas velocities up-
stream (downstream) of the shock front is v1 = −U (v2 = −U/R),
where R is the compression factor. (c) Upstream gas is stationary.

(d) Downstream gas is stationary.

by taking the frame of reference where the shock front is at rest (Fig. 1.7b),
we have that the gas velocities upstream (the region in front that has not been
shocked yet) and downstream (the region which has already been shocked)
of the wave front are respectively v1 = −U and v2 = −U/R, where R is
the compression factor. In the case of a non-relativistic strong21 shock, R is
equal to ρ1

ρ2
= γ+1

γ−1 ,where γ is the adiabatic index. For a monoatomic gas
the index is γ = 5/3 and therefore the compression factor is R = 4. On
the other hand, if we consider the reference system where the upstream gas
is stationary (Fig. 1.7c), the downstream gas moves with speed 3/4U relative
to the upstream gas. Hence, when the relativistic particle crosses the shock
front, it gains in energy ξ ∼ U/c. Likewise, when particles diffuse in the
downstream region (Fig. 1.7d), they receive the same net gain in energy be-
cause they collide with a gas moving towards the surface of the shock with a
velocity of 3/4U. Therefore, the average energy gain that can be achieved by
completing the cycle upstream-to-downstream-to-upstream, is

⟨ξ⟩ ≈ βsh

where βsh = U/c ∼ 10−2 from the hypothesis of SN explosion ejecting mass
with a typical speed of U ∼ 104 km s−1.

21i.e. the Mach number U/cs ≫ 1
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In order to derive the energy spectral index, the escape probability Pesc is
needed. Following Bell’s argument [38] based on classical kinetic theory, the
probability of a particle leaving the acceleration region after an encounter is
given by

Pesc =
ϕesc

ϕ
= βsh =

U
c

(1.4)

where ϕ = n
4 c is the particle flux crossing the shock front from upstream to

downstream region, whereas ϕesc = nv2 = n U
4 is the average particle flux

escaping the acceleration site because the particles are isotropic in the down-
stream region due to the local magnetic fields. Since we are dealing with
non-relativistic shock, only a small sample of particles leaves the accelera-
tion region per cycle. Thus, the lambda exponent from the formula 1.3, is

λDSA ≈
Pesc

ξ
∼ 1

and therefore, the differential energy spectrum is expected to follow the power
law

N(E)dE ∝ E−2dE

that is what we were looking for based on experimental results. It is worth
noting that this power-law index depends only on the compression ratio, but
it is independent on the accelerated particles providing an universal mecha-
nism for a multitude of astrophysical environments [67].

Maximum CR energy An order of magnitude estimate of the maximum
energy achievable by CR particles via DSA mechanism can be estimated with
the following simplified argument from Ref. [118]. Let the energy gain rate
be expressed as

∆E
∆t

= ξ
E

Tcycle

where Tcycle is the characteristic time needed to complete a back-and-forth
encounter. This can be evaluated for a shock travelling with velocity U, as

Tcycle =
λcycle

U
≈ E

Ze B U

where the Larmor radius rL is considered as the typical confinement length
λcycle. Since the energy rate is thus independent on initial particle energy E,
the maximum energy can be derived by using the overall shock acceleration
time Tshock, as

Emax =
∆E
∆t

Tshock ∼ (100 Z)TeV

where the typical parameters Tshock ∼ O(1000) yr for SNR acceleration, and
B ∼ O(µG) are assumed. More sophisticated calculations can be found e.g.
in Refs. [39, 67] where the estimate can be up to an order of magnitude higher
for certain types of astrophysical shock blasts. It is also worth noting that
the maximum energy achievable depends on the charge of the CR particle.



16 Chapter 1. Galactic Cosmic-Ray Physics

Therefore, the energy spectrum is expected to steepen in the knee region, first
for light nuclei and at progressively higher energies for heavier elements.

In conclusion, although the DSA mechanism can reasonably approximate
the power law of the observed CR spectrum with its spectral index for ener-
gies below about 1015 eV, it cannot explain observations at higher energies.
Specifically, the Larmor radius rL of the CR particle in the Galactic magnetic
field becomes comparable to the size of the Galactic disk itself, above 1018 eV.
Thus, a transition between the galactic and extragalactic components is ex-
pected, since our Galaxy seems to lack sufficiently large sources, with mag-
netic fields strong enough, to accelerate the UHECRs. A commonly used
method for defining the necessary conditions for a candidate CR source to
accelerate particles up to a certain energy is the Hillas criterion, which will be
discussed in the next section.

1.3.3 Candidate production sites

Identifying sources that can accelerate cosmic rays up to the observed en-
ergies is an open problem. Although the exact sources are still unknown,
the standard paradigm predicts that the acceleration mechanism for energies
below the knee is related to SN explosions and occurs in the vicinity of the
corresponding strong shock. The main idea22 is based on the balance be-
tween the energy loss due to the escape of CRs from the galactic disk and the
rate of cosmic rays produced by galactic SNRs. On the one hand, an order-
of-magnitude of the rate of CR energy loss by escape from the Galactic disk
is given by (from Ref. [118])

PCR =
dECR

dt
≈ ρCRVG

τesc
∼ 3× 1040 erg s−1

where we assume a galactic volume23 equal to VG = 5× 1066 cm3, an average
CR density24 equal to ρCR ≈ 1 eV cm−3, and a characteristic CR confinement
time of about τesc ≈ 107 yr, as it will be discussed in the section 1.4. On the
other hand, the amount of kinetic energy released by a typical core-collapse
SN25 of 10M⊙ is of the order of K ∼ 1051 erg. Assuming a galactic SN rate
of about three per century fSN ∼ 10−9 s−1 and η the efficiency of energy
conversion from shock to CRs, we obtain the power

PSN ≈ η × fSN × 1051 = η × 1042erg s−1

22As first proposed by Baade and Zwicky (1934) in Ref. [36].
23Our Galaxy has a spiral structure with the Sun on one of its arms, about 8 kpc from

the Galactic centre. It is usually approximated as a flat disk with radius of ∼ 15 kpc and
thickness of ∼ 300pc.

24The CR density ρCR is assumed to be constant on a time scale much larger than the
confinement time τesc

25In CCSNe about 99% of the the gravitational energy is carried away by neutrinos and
only 1% is converted into kinetic energy of the shock wave.
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By equating PCR = PSN an acceleration mechanism with an efficiency of η =
0.01− 0.1 is required to ensure a steady CR flux, as suggested by Ginzburg
and Syrovatskii (1963) in Ref. [81]. As we have seen in the previous section,
the DSA mechanism provides an energy transfer compatible with this range.
However, this mechanism is not suitable for UHECR.

FIGURE 1.8: Hillas diagram showing potential cosmic-ray
sources depending on their magnetic field strength and size.
The candidate sources above the solid and dashes lines can ac-
celerate CR protons up to 1020 eV in the case of classical and
relativistic shocks, respectively. Figure adapted from Ref. [89]

A simple geometric criterion is that proposed by Hillas (1984) in Ref. [89]
which gives an upper limit on the maximum energy that can be obtained
from a candidate source, based on its size and the surrounding magnetic
field. This is valid for both one-shot and gradual acceleration mechanisms,
and it requires the particle to be confined within the dimensions of the astro-
physical object, i.e. within its Larmor radius. In formula, it can be expressed
as26

Emax ≲ (1018eV)Ze βsh

(︃
L

kpc

)︃(︃
B

µG

)︃
(1.5)

where βsh is the velocity of the shock wave in units of c and L is the size
of the acceleration region in kpc. An effective way of visualising potential

26In the case of one-shot acceleration, a similar form is obtained where L can be, for example
the diameter of the astrophysical object providing the energy to the particles.
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sources at a fixed energy for a given ion is via the Hillas diagram, as shown
in Fig. 1.8. As can be seen from this figure, only a few large sources or sources
with high magnetic fields are capable of accelerating CRs to energies of 1020

eV. Active galactic nuclei (AGN), magnetars, radio galaxies and gamma-ray
bursts (GRBs) are some potential candidates.

1.4 Propagation through the Galaxy

After being accelerated near the source, GCRs propagate through the ISM
of our Galaxy. Since they are charged particles, they scatter in the inhomo-
geneities of the galactic magnetic field, losing information about the position
of their production site. This explains their highly isotropic distributions and
confinement times in the Galaxy.

However, in addition to spatial diffusion, CRs are subject to additional
physical processes that determine their propagation properties. In fact, they
can interact with matter of the ISM27, leading to fragmentation processes,
losing or gaining energy, or, if they are unstable nuclei, they can decay. More-
over, the possible existence of a galactic wind can give rise to convective phe-
nomena resulting in adiabatic energy losses.

Therefore, the standard approach to modelling the propagation of CRs
through the galaxy is via the cosmic ray transport equation. This takes into
account the main processes affecting the cosmic ray dynamics from produc-
tion site to detection point. The master equation for CR propagation is ex-
plained in the section 1.4.2, following the treatment described in Ref. [123].
Instead, from an experimental point of view, the secondary-to-primary ratios
are key diagnostic tools for probing CR propagation through the Galaxy. This
topic will be discussed in the next section.

1.4.1 Secondary-to-primary ratio

Comparing the chemical composition of the CRs reaching the Earth with the
solar system elemental abundance, it reveals strong similarities, albeit with
some important discrepancies. These mainly concern the light elements Li,
Be, B and the elements lighter than Fe, from Z=21 to Z=25, i.e. the so-called
sub-irons. Specifically, considering the ratio R between secondary elements
Li, Be and B (hereafter also called light elements and denoted by the letter L)
and the primaries C, N and O (hereafter called medium elements and denoted
by the letterM) for the CRs RCR and the Solar System RSS,

RCR ≈ 0.25 RSS ≈ 10−5

27The interstellar medium is mainly made by atomic and molecular Hydrogen (≈ 90%),
followed by Helium (≈ 9%) and by a small fraction of other elements (metals). It accounts
for 10 − 15% of the total Galaxy mass. The density of the interstellar medium is ρISM ∼ 1
proton per cm3, whereas in the halo it is lower. The energy desity is ρISM

B = B2

8π ≈ 1 eV cm−3.
The interstellar magnetic field is ∼ 4µG, while that of the halo is unknown. However, the
local turbulence properties are more relevant than the absolute magnitude for CR diffusion
below 1015 eV, as stated in Ref. [123].
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Such an increase in the abundances of the light elements 28 in CRs can be
explained by the processes of spallation that occur when a primary nucleus
interacts with the matter of interstellar medium, producing secondary parti-
cles. The secondary-to-primary ratios can therefore provide valuable insights
into the mechanism of cosmic ray propagation, such as an estimate of the
confinement time and the escape length. In fact, by defining the grammage or
path length as29

Λ = d ρISM = (vCRt) ρISM (1.6)

where vCR is the CR velocity and ρISM is density of the interstellar medium,
one can set the following couple of differential equations30

dNM
dΛ

= −NM
λM

dNL
dΛ

= −NL
λL

+ PML
NM
λM

where N is the number density of the primary (M) or secondary (L) nuclear
species, λL and λM, are the average mean free path for light and medium
elements, respectively. The average spallation probability is represented by
PML. Now, setting the initial conditions N0

M = NM(Λ = 0) and NL(Λ =
0) = 0, these lead to

NM(Λ) = N0
M e−

Λ
λM

NL(Λ) = N0
M
PML
λM

λMλL
λL − λM

(e−
Λ

λL − e−
Λ

λM )

where the ratio is

R(Λ) =
NL(Λ)

NM(Λ)
=
PML
λM

λMλL
λL − λM

(e−Λ(λL−1−λM−1) − 1).

Using the mean values (taken from Ref. [118]) λM ≈ 6 g cm−2 , λL ≈ 8.4
g cm−2 and PML = 0.28, the average grammage that a medium element M
should cross in order to match the observed light-to-medium element ratios
is

Λesc = desc ρISM ≈ 5 gcm−2

and, by assuming ρISM ≈ 1.6 × 10−24 gcm−3, the average galactic escape
length is

desc ≈ 1 Mpc

28The low value for the solar system abundance of Li, Be and B, is due to the fact that these
elements act as catalysts for the thermonuclear reactions taking place in stars.

29It represents the (average) amount of material that CRs must pass through before inter-
acting with an atom in the ISM.

30As reported in Ref. [99], these simplified set of equations are obtained from an approx-
imation of the diffusion-loss equation where diffusion-energy losses are neglected and the
injection term is set to zero as well.
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This value, when compared with the average radius and thickness of our
Galaxy, can be explained in terms of the random walk experienced by CRs due
to the scattering processes with the inhomogeneities of the interstellar mag-
netic field. Specifically, it indicates that the propagation of the CRs in the
Galaxy can be modelled as a diffusive motion31 and, given the high value
Λesc, its treatment can be decoupled from the primary CR acceleration mech-
anism.

From the escape length desc, one can also derive the average residence time
of CR in the Galaxy, as32

τres ≈
desc

c
∼ 107 y (1.7)

However, since the Larmor radius rL increases linearly with energy, the res-
idence time should decrease with increasing energy. This dependence is actu-
ally observed in the experimental data. Specifically, it is usually parametrized
through power law that depends on the rigidity R = rLB, as

Λesc(R) = c R−δ (1.8)

where the free parameters δ and c can be derived both by theoretical consid-
erations or by fitting the available experimental results. A typical value for
δ is in the range 0.3-0.6. Thus, the confinement time can be expressed with
respect to energy as

τesc(E) = τ0 E−δ (1.9)

1.4.2 Transport equation for CR

Nowadays, one of the most accepted description of the cosmic ray transport
equation at energies below ≲ 1017 eV is the diffusion model with the inclu-
sion of a convection term. According to the derivation provided by Strong
and Moskalenko in Ref. [122], the CR transport equation can be expressed in
momentum and space coordinates, as

∂n(r⃗, p, t)
∂t

= Q(r⃗, p, t) + ∇⃗ · (Dxx∇⃗n− V⃗cn) +
d

dp
p2 Dpp

d
dp

1
p2 n+

− ∂

∂p
[ ṗn− 1

3
p(∇⃗ · V⃗c)n]− n

1
τf
− 1

τr

(1.10)

where

• n(r⃗, p, t) is the CR density per unit of total particle momentum p at
position r⃗.

31This can be parametrized with spatial diffusion coefficient D(Λ) as function of the gram-
mage that, in turn, can be dependent on the energy of CR particle.

32An independent technique for assessing the galactic escape time τesc is based on radioac-
tive nuclei, as e.g. 10Be, 26Al, etc. The main advantage of this method (similar to radiocarbon
dating technique) is that it does not require any prior knowledge of ρISM. More detail can
be found on Refs. [99, 118].
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• Q(r⃗, p, t) is the source term .

• Dxx is the spatial diffusion coefficient.

• V⃗c is the convection velocity.

• Dpp is diffusion coefficient in momentum space.

• ṗ = dp
dt is the gain or loss rate of momentum.

• τf and τr are the timescales for loss by fragmentation of by radioactive
decay, respectively.

A detailed analysis of the different components of the Equation 1.10 can
be found in Ref. [123], while the physical content of the main terms are sum-
marized hereafter.

The source term Q(r⃗, p) can be regarded as the sum of the injection term
and the spallation-decay term. In the standard scenario, the ion injection
spectrum follows a power law dQ(p)

dp ∝ p−γ, where the γ index depends on

the nuclear species. The spallation-decay term can be accounted as ∑j
Pij

τj(p)
where Pij is the probability that the nuclear species j gives origin to nucleus
i via decay or inelastic scattering with a target particle of the ISM. The τj can
be derived by 1/τj = 1/τdecay + βc/λj, where λj is the interaction length and
τdecay is the decay time of the parent nucleus.

The spatial diffusion coefficient Dxx arises from particle scattering on ran-
dom magneto-hydrodynamic (MHD) waves and discontinuities. A typical
value found in literature, is Dxx ∼ 3− 5× 1028 cm2 s−1 at energy∼ 1 GeV/n.
This is derived from the joint fit of different CR measurements. It also de-
pends on the particle rigidity as R0.3 − R0.6 according to the empirical diffu-
sion model taken into account.

The diffusion coefficient in momentum space Dpp is used to model the
stochastic re-acceleration provoked by the scattering of CR particles against
a randomly moving MHD turbulent wave. An estimate is provided by the

formula Dpp =
p2V2

A
9Dxx

where VA is the Alfvén velocity that represents the char-
acteristic velocity of weak disturbances propagating in a magnetic field. A
more rigorous treatment can be found on Refs.[40, 116]. Beyond diffusion,
convection33 mode driven by galactic winds can also play a role in CR trans-
port and induce further adiabatic energy losses.

Regarding the way of solving the CR transport equation to make a com-
parison between ground-based and satellite-based experiments, some assump-
tions are needed. Following the treatment of Ref. [86], the main ones are
summarized below.

33The canonical convection models are the one-zone model and the two-zone model. As
reported in Ref. [86], the one-zone model assumes convection and diffusion everywhere. In
contrast the two-zone model has diffusion alone up to some distance from the plane, and
diffusion plus convection beyond.
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1. Steady-state solution. It can be achieved analytically by setting ∂n
∂t =

0 or numerically by making the computation until the steady-state is
reached.

2. Boundary conditions. The common choice is n = 0 in the the halo
boundary i.e. where the particles can escape into the intergalactic re-
gion. Since the intergalactic flux cannot be negligible, this condition
can be modified with a more physics-based approximation.

In addition, the solution of the complete system of equation including
secondary (tertiary, etc.) particles is usually accomplished in an iterative way.
Specifically, the results achieved by the evolution of heavy primaries are re-
garded as the source terms for the secondaries, and so on. Moreover, the
solar modulation can be integrated in the calculations, if needed.

In the case of cosmic electron and positron, the CR transport is still de-
scribed by the equation 1.10 but with additional energy loss terms as bremsstrahlung,
inverse Compton scattering and synchrotron radiation.

An advanced numerical tool for simulating CR propagation is the pub-
lic available GALPROP34 code [121]. The ambitious objective of GALPROP
project is to provide a common framework that fits in a single model all the
available experimental data about the CR spectra (nuclei, electrons/positrons,γ-
rays, etc. ), CR source distributions and the Galaxy structure. Other tools35

from the CR scientific community are DRAGON [72, 73] and USINE [102].
Conversely, the Leaky Box Model (LBM) is an analytical method that it

will be discussed in the next paragraph. Despite it is a simplified model of
the real propagation mechanisms, this approximation is still largely adopted
for providing a first-order interpretation of CR experimental data, especially
the secondary-to-primary ratios.

Leaky-box model

Before the epoch of the largely available high-speed computing, the LBM has
been commonly used for interpreting CR experimental data. The main idea
behind the LBM is to treat the Galaxy as a box from which cosmic rays can
diffuse freely but, when they reach the boundaries, they can escape into the
intergalactic medium with a certain probability. Specifically, starting with the
following approximation of the master equation for CR propagation,

dNi

dt
= D∇2Ni +

d
dE

[b(E) Ni] + Q(E)− λi Ni + ∑
j>i

Pji λj Nj (1.11)

the LBM is derived according to a set of assumptions, summarized as fol-
lows.

34The Galactic Propagation (GALPROP) was originally developed by Strong and
Moskalenko [122]. Specifically, the CR transport equation 1.10 is numerically solved on a
spatial grid. In addition, the user can opt to perform the calculations in 2D, assuming cylin-
drical symmetry, or in full 3D configuration.

35These are mainly used considering 2D model with cylindrical symmetry, as a conse-
quence of the their limited spatial resolution.
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• The confinement volume of the Galaxy is fixed36 and the distribution
of matter and radiation is assumed to be uniform.

• The particle injection is provided by Q sources uniformly distributed
over the galactic volume and it is constant.

• The diffusion term in 1.11 is replaced by

D∇2N → − N
τesc(E)

where τesc is an average escape time that depends on energy and parti-
cle type but it is independent on the particle’s position.

• As the CR particle reach the boundaries, they have a certain probability
to leak out into the intergalactic medium. This results in an exponential
distribution of path length as

N(Λ) ∝ exp(−Λ/Λesc)

where Λesc represents the average escape length.

The LBM allows first-order estimate of the spectrum at the source, i.e. near
the production site where the CRs are accelerated. One assumption is that
the flux at the Earth’s position follows a power law Φ(E) ∝ E−α, which is
supported by many experimental observations. Another assumption is that
the escape time follows the power law described in the equation 1.9. This
estimate is then based on the transport equation, expressed as

− Ni

τesc
+ Qi −

Ni c
λ

= 0

in which a steady-state solution is assumed dNi
dE = 0 and the terms for energy

losses b(E) Ni and spallation processes Pji are neglected. The solution is

Ni(E) =
Qi(E) τesc(E)

1 + cτesc
λI

(1.12)

Furthermore, with the additional assumption cτesc λ−1 = Λesc
λ′ < 0.1, one gets

Φi(E) ∼ Qi E−δ

Assuming α = 2.7, i.e. the typical value below the knee (∼ 1015eV), one
obtains

Qi ∼ E−α+δ = E−2.1

which is a fairly good approximation to the source coefficient, that should be
around -2 according to the acceleration models.

36Usually, it is assumed as cylinder with thickness of about 300-500 pc and a radius 10-15
kpc.
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1.5 Current measurements of the Helium and Pro-
ton spectra

The state-of-the-art detectors in space, has marked the beginning of the era
of high-precision measurements of galactic cosmic ray spectra. A compi-
lation of recent results for proton and helium nuclei are shown in Fig. 1.9
from direct measurements ATIC [110], CREAM [138], AMS02 [23, 24], NU-
CLEON [83], DAMPE [29, 57] and CALET [8, 19]. These exhibit unexpected
spectral features that deviate from the single power law predicted by the
standard cosmic-ray model (described in the previous sections). At energies

FIGURE 1.9: Compilation of the proton and helium fluxes mul-
tiplied by E2.6 as a function of kinetic energy per nucleon. The
CALET experimental points are taken from [8, 19] and encoded
in red. The other results are from [23, 24, 29, 57, 83, 110, 138].

Figure taken from [8]

around a few hundred GeV per nucleon, the existence of a hardening (i.e.,
flux enhancement) of the spectral index (∆γ ∼ 0.2) has been confirmed by
several experiments, while at a few tens of TeV another change in the spec-
tral index has recently been observed by DAMPE and CALET, the softening.
Such features are of paramount importance because they can provide valu-
able insights into the origin and propagation mechanism of cosmic rays. In
particular, they may signal the superposition of multiple sources with dif-
ferent cutoff energies, the presence of a nearby source on top of the back-
ground component [139], or, in the case of hardening, the existence of a re-
acceleration mechanism occurring during propagation [113, 135]. However,
only further experimental data will allow us to understand their origin and
validate the proposed theories.

In this context, the range from tens to hundreds of TeV needs to be further
investigated, since the recent direct measurements are affected by significant
systematic and statistical errors due to the limited geometrical acceptances of
detectors operating in space. As far as direct measurements are concerned,



1.5. Current measurements of the Helium and Proton spectra 25

the energy range from hundreds of TeV to PeV is still unexplored. The in-
vestigation of this interval could thus pave the way for the discovery of new
spectral features, as hinted by recent results from indirect measurements [2].

These open questions have motivated the new analysis of the helium flux,
presented in this work using CALET data.
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Chapter 2

The CALET experiment

CALET (CALorimetric Electron Telescope) is a space-based experiment led
by the JAXA (Japan Aerospace eXploration Agency) in collaboration with
the Italian Space Agency (ASI) and with National Aeronautics and Space Ad-
ministration (NASA).

On August 19, 2015, the CALET payload was successfully launched in or-
bit on the H2 rocket from the Tanegashima Space Center (Japan). On August
24, 2015, the CALET instrument reached the International Space Station (ISS)
by the HTV-5 Transfer Vehicle, where it was robotically attached to port #9
of the Japanese Experiment Module-Exposed Facility (JEM-EF). An image of
CALET on the ISS is shown in Fig. 2.1

FIGURE 2.1: The CALET instrument installed on port #9 of the
JEM-EF. Credit:JAXA

Following the on-board commissioning phase, it has been acquiring data
smoothly since October, 2015. Orbiting at an altitude of about 400 km, CALET
experiment permits thus long-term observations of high-energy charged par-
ticles (cosmic rays) and photons (gamma rays) without the interference of the



28 Chapter 2. The CALET experiment

Earth’s atmosphere. These data provide valuable insight into the origin, ac-
celeration and propagation mechanisms of cosmic rays, and also contribute
to a better understanding of high-energy gamma-ray astronomy as well as to
the hypothetical dark matter candidates. Selected CALET results, obtained
during the first ∼ 7.5 years of operation, are discussed in the section 2.5.

2.1 Overview of the CALorimetric Electron Tele-
scope

The CALET payload has a total weight of 612.8 kg, the dimensions are 1.9×
0.8× 1.0 m3 and the nominal power consumption is 507 W. Data is transmit-
ted to Earth via two channels: the high-speed channel that operates at an
average speed of 600 kilobits per second (kbps), and the low-speed channel
operating at 50 kbps. As schematically shown in Fig. 2.2, the payload con-
sists of the main calorimeter telescope (CAL), the CALET Gamma-ray Burst
Monitor (CGBM), the Mission Data Controller (MDC) [85], and additional
equipment such as the Advanced Stellar Compass (ASC) and Global Posi-
tion Sensor Receiver (GPSR).

FIGURE 2.2: Schematic of the CALET payload with its compo-
nents.

The CGBM is an auxiliary instrument designed primarily to detect gamma
ray transients. It enables the gamma-ray burst (GRB) observations covering
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FIGURE 2.3: The HXM and the SGM sensors of the CGBM.

a wide energy range, from low energy X-ray (∼ 7 keV) to gamma rays (∼ 20
MeV). A Soft Gamma-rays Monitor (SGM) and two Hard X-rays Monitors
(HXM) are the sensors making the CGBM, as shown in Fig. 2.3. Each HXM
unit is composed by two layers of cylindrical-shaped LaBr3(Ce) scintillator
crystals readout by a PMT (Hamamatsu R6232-05). The HXM field of view
is about 58◦ from the vertical axis and it is determined by the 410 mm beryl-
lium collimator placed at the entrance window. The SGM unit is made of
cylindrical-shaped BGO scintillator coupled with a PMT (Hamamatsu R6233-
20). Since GRBs are beyond the scope of this Thesis, the performance of the
CGBM will not be discussed here. Detailed information can be found else-
where, e.g. in Refs. [94, 136].

FIGURE 2.4: Schematic side-view of the main CALET instru-
ment composed by the CHD, IMC and TASC sub-systems. A
simulated electron at 1 TeV is superimposed to highlight the

shower containment capabilities of the calorimeter.

The CAL is the main detector of the CALET mission. It is all-calorimetric
instrument, primarily designed to measure with high-precision the inclusive
electron (electron+positron) spectrum, covering the energy range from 1 GeV
to 20 TeV. The total thickness is equivalent to 30 X0 radiation length and



30 Chapter 2. The CALET experiment

∼ 1.3 λI
p proton interaction length. The field of view is about 45◦ from the

zenith, and the maximum effective geometrical factor for electron and light
nuclei is ∼ 1200 cm2 sr . It consists of three sub-systems: the total absorption
calorimeter (TASC), the imaging calorimeter (IMC) and the charge detector
(CHD). A schematic side-view is illustrated in Fig. 2.4.

The TASC is a homogeneous calorimeter with equivalent thickness of
27 X0 radiation length. It is primarily designed to fully contain CR electron
and to measure their energy up to the multi-TeV region. Hence, the energy
resolution for electromagnetic shower is very good (< 2%). On the other
hand, the equivalent thickness is only ∼ 1.3λI

p interaction length for hadrons
and therefore an important fraction of hadronic cascades leaks out from the
calorimeter. An example of the shower containment capabilities of the TASC
is shown in Fig. 2.5 for simulated 10 GeV γ-ray, 1 TeV electron and 10 TeV
proton.

FIGURE 2.5: Event display for a simulated 10 GeV γ-ray, 1 TeV
electron and 10 TeV proton.

Above the TASC, there is the IMC, a finely segmented sampling calorime-
ter. It allows an high-resolution track reconstruction, providing an image of
the early shower profile.

At the top of the instrument, there is the CHD that permits the charge
identification of the incoming CR particle, over a wide dynamic range from
Z = 1 to Z ∼ 40.

These three sub-systems are described extensively in the next sections.
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FIGURE 2.6: (Left) Structural design of the CHD detector.
(Right) Example of CHD paddle consisting of the plastic scintil-
lator EJ204 and the acrylic light guide. Figure taken from [117].

2.2 CALET sub-systems

2.2.1 Charge detector

The charge detector is a two-layer hodoscope placed at the top of the in-
strument. It is designed to measure the charge of the incoming CR parti-
cles by exploiting the Z2 dependence of the energy loss by ionization dE

dx by
a Minimum Ionizing Particle (MIP). The structural design of the CHD de-
tector is displayed in the left-hand panel of Fig. 2.6, taken from Ref. [117].
Each layer is segmented into 14 plastic scintillator paddles, with dimensions
32 mm (W) × 10 mm (H)× 450 mm (L). The paddles are arranged along the
x and y directions in the top and bottom layers, respectively. A single paddle
is made by EJ204 plastic scintillating material coupled to a PMT1 (Hama-
matsu R11823) through an acrylic light guide, as illustrated in the right-hand
panel of Fig. 2.6.

Scintillating paddle performance The light output of a plastic scintillator
depends on the nature of the penetrating particle. For ions heavier than he-
lium, the light yield per unit distance dL

dx is non-linear but has a tendency to
decrease as the charge increases. This saturation of the light output is driven
by quenching effects and, on a first order approximation, it can be modelled
by the Birks’ semi-empirical formula

dL
dx

=
A dE

dx

1 + B dE
dx

1The amplification, shaping and digitization of PMT signals is performed via Front-End
Custom (FEC) electronics similar to the one implemented for TASC sub-system but with a
single channel mono-range readout.
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where B is a parameter that depends on both the scintillating material and the
quenching probability, while A represents the scintillation efficiency without
quenching. As already pointed out, for a MIP, the dE

dx can be simplified as
α Z2.

An extension of this parametrization, provided in Ref. [129], is the Tarlé
model in which the dL

dx is regarded as the sum of two components: the satu-
rated core component and the unsaturated halo component where there is no
quenching. It can be expressed as

dL
dx

=
A(1− fh)

dE
dx

1 + B(1− fh)
dE
dx

+ A fh
dE
dx

where fh represents the fraction of energy loss for the production of sec-
ondary electrons (δ-rays).

Another model is the one provided by Voltz in Ref. [133] where it splits
the dL

dx into a prompt and delayed components. As reported in Ref. [54], the
contribution from delayed term can be neglected for CHD scintillators. In
contrast, the prompt component can be expressed as

dL
dx

= A
[︃
(1− fh) exp

(︃
−B (1− fh)

dE
dx

)︃]︃
dE
dx

The 2nd order expansion of this parametrization (Voltz-II) was adopted
for calibrating CHD paddles in X and Y layers using CALET in-flight data.
The mean pulse heights for nuclei from hydrogen to iron are shown in Fig. 2.7
with the related fit functions. The same data were also fitted with the Tarlé

FIGURE 2.7: Mean pulse height for nuclei from hydrogen to
iron, as a function of Z2 using CALET in-flight data. The fit
with Voltz-II parametrization is shown with green (blue) line
for CHD-X (CHD-Y). The core and halo contributions for CHD-
Y, are represented with the magenta and blue dashed lines, re-

spectively. Figure taken from [119].

model, showing a good agreement. However, the Voltz-II parametrization
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was selected because it shows a better agreement with data. The particle
charge (Z) is then achieved from the measured deposited energy in the hit
CHD paddle, by inverting the Voltz-II function. Further details of this proce-
dure can be found in Ref. [119].

Another significant issue, that degrades the charge resolution, is the back-
scattering of shower-originated secondary particles produced within the calorime-
ter. The number of such particles, grows as function of the primary energy
of the incoming ion. This decreases the CHD resolution by broadening the
charge distributions of the relatively large CHD paddles that integrate the
energy of the back-scattered particles.

2.2.2 Imaging calorimeter

The imaging calorimeter is positioned just below the CHD. It is a fine-grained
sampling calorimeter that has been designed primarily to reconstruct the tra-
jectory of the incoming particle and its early shower profile. The IMC consists
of 16 layers of scintillating polystyrene fibers (SciFi) for the particle tracking
and 7 tungsten (W) planes that acts as absorbers. An aluminum honeycomb
structure, which supports the IMC detector, is located below each absorber,
while a pair of SciFi layers, disposed along orthogonal directions, are glued
above each tungsten plate. A schematic view of the IMC sub-system is de-
picted in Fig. 2.8, where the different components are highlighted.

FIGURE 2.8: Exploded view of the IMC sub-sytem.
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Each active layer comprises 448 SciFis with cross section of 1 mm2 and
length of 448 mm. The scintillating fibers are grouped in “belts” of 32 ele-
ments. The belts are readout two by two through a multi-anode PMT (Hama-
matsu R7600-M64), with 8 dynodes stages2 and 64 anodes, as shown in the
right panel of Fig. 2.9. The front-end chip is the Viking VA32-HDR14.3, a
dedicated 32 channel ASIC characterized by high dynamic range, low noise
and low power consumption [37, 131].

FIGURE 2.9: (Left) The MA-PMT Hamamatsu R7600-M64 used
for the IMC SciFi readout. (Right) Two 8 fiber belts coupled

with the MA-PMT. Figure taken from [49].

The thickness of the 7 tungsten absorbers increases progressively towards
the bottom of the IMC. Conversely, the area decreases until the last set of
absorbers reaches the size of the first TASC layer (X1). Specifically, the di-
mensions of the upper three plates are 44.8 cm× 44.8 cm× 0.07 cm, the inter-
mediate two layers are 38.4 cm× 38.4 cm× 0.07 cm and the bottom ones are
32.0 cm× 32.0 cm× 0.35 cm. The total equivalent thickness in terms of radi-
ation length is 3 X0, where each of the first five plates is 0.2 X0 thick, while
the last two thickest layers is 1.0 X0. Thus, the IMC has been designed to be
a pre-shower calorimeter. In fact, electrons and γ rays have a high probabil-
ity of interacting in one of the tungsten planes. Conversely, for hadrons this
probability is low because the total equivalent thickness is only about one
tenth of the proton interaction length (λI

p).
On the other hand, the high level of segmentation of the IMC detector

enables it to

• Reconstruct the trajectory of the incoming particle, separating it from
secondary back-scattered particles.

• Establish the interaction point where the shower starts.

• Improve the particle identification by providing an independent charge
measurement.

2This custom design enhances the response linearity with respect to the standard 12 dyn-
odes version, as stated in Ref. [137]
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FIGURE 2.10: Mean pulse height for nuclei from hydrogen to
iron, as a function of Z2 using CALET in-flight data. The fit with
Voltz-II parametrization is shown with red line for IMC. The
core (halo) contribution based on CHD-Y, is represented with the

magenta (blue) dashed line. Figure taken from [119].

The details of charge measurement with IMC is provided in section 3.2.2.
As far as light saturation is concerned, it has been corrected with Voltz-II
parametrization in the same way as for the CHD subsytem. The results are
shown in Fig. 2.10 taken from Ref. [119] where more information on this pro-
cedure can be found.

As a side note on the nomenclature, the IMC layers are identified as X1-Y8,
where X1 is the upper layer near the CHD and Y8 is the lower layer near the
first layer of the TASC.

2.2.3 Total absorption calorimeter

The TASC is positioned below the IMC. It is a deep homogeneous calorime-
ter, structured in 12 layers which are arranged in orthogonal pairs, as shown
in the Figure 2.11. Each layer comprises an array of 16 lead-tungstate (PWO)
logs. The dimensions of a single log are 19 mm (width), 20 mm (height) and
450 mm (length). The 192 PWO logs enable thus the 3D reconstruction of
the shower profile, albeit with coarser segmentation compared to IMC sub-
system. The comprehensive equivalent thickness is about 27 X0 or ∼ 1.3 λI

p
for impinging particle at normal incidence.

The TASC readout is performed in two different ways. The PWO logs of
the first TASC layer (X1) are readout by PMTs with the aim of providing a
quick trigger signal. Conversely, the logs of all the other layers are readout
by hybrid package made by a photo-diode (PD) together with an avalanche
photo-diode (APD), as shown in the left-hand panel of Figure 2.12. Specif-
ically, the Hamamatsu S8664-1010 is the APD sensor with an active area of
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FIGURE 2.11: Total Absorption Calorimeter. Credits: JAXA.

10× 10 mm2, whereas the S1227-33BR is the PD sensor with an active area
of 2.4 × 2.4 mm2. The front-end circuit (FEC) for each log, is designed to

FIGURE 2.12: (Left) Example of TASC log readout, made by the
APD sensor with an active area of 10 × 10 mm2, and the PD
sensor with an active area of 2.4× 2.4 mm2. (Right) PWO log.

provide an high-dynamic range covering 6 order of magnitude, i.e. from 0.5
MIP up to 106 MIP. This is achieved using a dual charge sensitive amplifiers
(CSA) followed by a pulse shaping amplifiers with two gains (high and low)
for each APD and PD. Figure 2.13 shows a block diagram of the FEC, taken
from Ref. [92] where more information can be found.

The energy calibration process is basically divided into three steps. MIP
calibration, which consists of establishing the linear conversion factor from
ADC unit to energy deposit using non-interacting MIP particles. Linearity
verification3 of each gain range. Cross-calibration of the adjacent gain range.
More details on the full calibration procedure can be found in Ref. [32]. In
summary, the absolute energy calibration was achieved with a resolution ac-
curacy of 2% above 100 GeV. The systematic error in the energy scale was

3Before the launch, the linearity was check by ground-based calibrations using UV pulse
laser, as reported in Ref. [104].



2.3. Trigger system 37

FIGURE 2.13: Block diagram of Front-End-Circuit for the TASC
read-out. Figure taken from [92]

found to be≤ 2%. This enables the measurement of the all-electron spectrum
in the TeV energy region with a high degree of accuracy. Furthermore, taking
advantage of the very wide dynamic range of TASC channels, it is possible
to derive the primary energy of protons and other nuclei from 1 GeV up to
∼ 1 PeV. However, the energy resolution for hadrons is worse (∼ 30%).

2.3 Trigger system

Since the CALET latency for event acquisition is about 5 ms, specific triggers
are needed to efficiently select only high-energy particles. The trigger logic is
based on the coincidence of low-level discriminators (LD) from the following
detector components: CHD X-Y, IMC X1-X4, Y1- Y4, and TASC X1. In detail
the analog signals provided as an input of the threshold discriminator (TD),
consist of the following signals :

• TCHD−X (TCHD−XY) the sum of the signals of all the paddles belonging
to CHD-X (CHD-Y) layer.

• TIMC−Xi,i+1 (TIMC−Yi,i+1 ) the total energy deposit in a pair of consecu-
tive IMC X (Y) layers, starting from X1 (Y1) to X8 (Y8).

• TTASC−X1 the energy deposit of all the PWO logs of the first TASC layer.

The operating LD thresholds are summarized in the table below and three
trigger modes are implemented to effectively collect data, as follows.

• The High-Energy Shower Trigger (HET) targets high-energy electrons
from 10 GeV to ∼ 20 TeV, high-energy gamma-rays from 10 GeV to
about 10 TeV and protons and nuclei from 10 GeV to ∼ 1 PeV. This is
the main trigger mode for the CALET mission. In particular, it requires
a large energy deposit in the middle of the detector, i.e. TTASC−X1 and
TIMC−X7,8, TIMC−Y7,8. In this way, it enables the suppression of low-
energy events, while providing a large solid angle acceptance. Since
the thresholds are high, the SAA (South Atlantic Anomaly) does not
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Comprehensive view of the required thresholds for the on-board CALET
trigger system. All values are reported in MIP unit.

affect significantly the trigger rate, and thus this trigger mode is always
in operation.

• The Low Energy Shower Trigger (LET) is designed for selecting low-
energy particles that make showers within the detector, such as high-
latitude4 electrons in the energy range between 1-10 GeV, and GRBs
gamma rays at energy ≥ 1 GeV. In addition, the signals from the CHD
and the upper layers of the IMC are required to exceed the LD thresh-
olds in order to reduce the incident angle range of the low-energy par-
ticles. Instead, the energy deposition that is required at the center of the
detector is much lower than for a high-energy trigger, but sufficiently
high to reject MIPs.

• The Single Trigger (ST) aims to acquire non-interacting proton and he-
lium particles for calibration purposes. All the sum signals T are re-
quired to pass a threshold equal to 0.7 MIP unit. This trigger mode is
active only in a fixed time window (11:30 - 14:30 UT) each day [126].

Additionally, the Heavy Ion Trigger (Heavy-) mode mainly targets CR nu-
clei with charge > 26. It is defined for each configurations (HET, LET and
ST) with further conditions on the energy deposit in the CHD layers. An up-
dated version of the trigger modes for low energy and calibration events is
available in Ref. [33], which does not change the definition of HET.

The logic diagram describing how CALET trigger is interfaced with the
data acquisition system (DAQ) is shown in Fig. 2.14 for the sake of complete-
ness.

4If the geomagnetic rigidity cut-off is lower than 2 GV.
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FIGURE 2.14: The logic diagram describing the interface be-
tween the CALET trigger and the data acquisition system

(DAQ). Figure taken from [33].

FIGURE 2.15: Fiducial volume definition for A1 acceptance.

2.4 Geometric factor and acceptance categories

Since the HET requires only a large energy deposit in the central part of the
instrument, the acquired events cover a wide range of impact angles. There-
fore, different categories of acceptances can be defined, depending on the
trajectory of the event. The acceptances used in helium analysis are schemat-
ically depicted in Figs. 2.15, 2.16 and 2.17. Specifically, the geometrical re-
quirements are as follows.

• A1 the impinging particle must cross the entire detector, from the top
of the CHD to the bottom of the TASC, with a 2 cm clearance from the
edge of the TASC first layer.

• Ci the particle must cross the entire TASC and the IMC starting from the
ith layer in X view.

• Di the event must cross the IMC detector from the ith layer in X view,
and at least 26.4 cm (equivalent to about 30 X0) of the TASC, to ensure
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a reliable energy determination. For category D0, the incoming particle
must also cross the top CHD layer.

FIGURE 2.16: Fiducial volume definition for acceptance cate-
gories Ci and Di.

• B1 is similar to A1, but it must transverse one of the two external log of
the first TASC layer.

• A is as A1 but with the additional constraint of 2 cm clearance from the
edge of the TASC last layer.

FIGURE 2.17: Fiducial volume definition for acceptance cate-
gories B1 and A.

The relative geometric factor (GF) for each category, is numerically calcu-
lated using MC simulations, in which a detailed CAD model of the CALET
instrument has been integrated. The GF, also indicated as SΩ, is thus ob-
tained as

GFAcc =
NAcc

N0
S0Ω0 (2.1)

where NAcc, N0 are the number of MC events generated within the consid-
ered acceptance and in total, respectively; S0Ω0 is the geometric factor of the
MC-generating surface, with S0 the area of the surface and Ω0 the solid an-
gle. The geometric factors for all the aforementioned acceptance categories
are summarized in Table 2.1. In addition, their relative ratios with respect to
the total geometric factor are shown in Fig. 2.18.
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TABLE 2.1: Geometric factors for all the acceptance categories.
In the third column, the GF ratio with respect to A1 is shown.

Acceptance Category Geometric Factor [cm2 sr] Ratio (w.r.t. A1)

A1 510 1.000
B1 60 0.118

C1 66.8 0.131
C2 40.8 0.080
C3 41.3 0.081
C4 42.3 0.083
C5 41.3 0.081

D0 80.6 0.158
D1 30.6 0.060
D2 21.9 0.043
D3 27.5 0.054
D4 36.2 0.071
D5 45.9 0.090

A 419.0 0.822

FIGURE 2.18: Fraction of the total geometric factor for the ac-
ceptance categories A1, D0, B1 and Ci+Di.
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2.5 Selected CALET results

During its 7.5 years of observations on the ISS, CALET has already achieved
many significant scientific results of its broad science program. These include
the high-resolution measurement of the inclusive electron spectrum up to 7.5
TeV [11], the fluxes and flux ratios of nuclei from proton [19] to nickel [6–8, 10,
12, 17], the solar modulation of cosmic rays depending on the charge sign [5],
observations of GRBs [53] and the search for their GW counterparts [3]. Some
of these observations are reviewed in the following paragraphs.

2.5.1 All-Electron spectrum

The primary scientific objective of the CALET mission was to perform a
high-precision measurement of the electrons+positrons spectrum. The flux of
CR electrons is about an order of magnitude lower with respect to that of
protons, because electrons experience additional energy loss through syn-
chrotron and inverse Compton radiation emission during propagation in the
Galaxy compared to nuclei. As radiative losses become increasingly impor-
tant at high energies, the distance to the sources that could contribute signif-
icantly to the total flux decreases with energy. In the TeV region, the number
of potential sources is limited to a few, and the all-electron flux can thus pro-
vide a detectable spectral signature of nearby astrophysical sources.

FIGURE 2.19: All-electron spectrum measured by CALET
based on 2637 days of flight data. The spectra observed by
AMS-02, DAMPE and FERMI-LAT are shown for comparison.

Figure taken from [11]
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FIGURE 2.20: Possible spectral fit of CALET all-electron obser-
vations. This model includes pulsars and nearby SNR sources
as individual sources, with the Vela SNR dominating in the TeV
region. Figure taken from [11] where more detail can be found.

Figure 2.19 shows the latest results of CALET all-electron spectrum, com-
pared with those of the Fermi-LAT, AMS-02 and DAMPE experiments. The
CALET all-electron flux is consistent with the AMS-02 spectrum (which uses
a different experimental technique) in the whole range, but is in tension with
those of FERMI-LAT and DAMPE from ∼ 60 GeV up to ∼1 TeV. The spec-
trum shows a clear deviation from a single power law with a statistical sig-
nificance greater than 6.5σ, as reported in Ref. [11].

A clear suppression of the flux, with the spectral index going from -3.15
to -3.91, is observed around 1 TeV, confirming previously published results
by H.E.S.S [26], DAMPE [63], and Fermi-LAT [1]. This is consistent with the
expected effects of radiation loss during propagation from distant sources,
except for the highest energy bin, where the observed 9 electron candidates
above 4.8 TeV could be an indicator for local sources as suggested by the early
theoretical work of Nishimura [109] and quoted in the review [105]. An inter-
pretation of the flux taking into account potential contributions from pulsars
and nearby SNR sources, is proposed in the same CALET paper [11]. The
adopted model5 combines both the positron flux measured by AMS-02, and
individual sources, including pulsars and SNRs, with Vela, Cygnus Loop and
Monogem providing, respectively, the leading terms above 1 TeV. The model,
shown in Fig. 2.20, is then used to estimate the expected number of events
above 4.8 TeV, and it turns out to be consistent with the existence of nearby
SNRs. However, since the number of events is small, further observations
will be needed in order to reach a final conclusion.

5More detail can be found in Ref. [107].
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FIGURE 2.21: Time duration of the 327 GRBs detected by
CALET monitor from October, 2015 to June, 2023. Figure taken

from [132]

2.5.2 Gamma-ray observations

The CALET instrument can also detect high-energy gamma rays and tran-
sients. The CAL enables the observations of gamma rays in the energy range
from 1 GeV to 10 TeV with an energy resolution of 3% and an angular res-
olution of 0.4°, with the highest efficiency at 10 GeV. A special low-energy
trigger, operating only at low geomagnetic latitudes, is used to obtain mea-
surements from 1 GeV to 10 GeV. Overall, these observations provide insights
into the properties of galactic diffuse gamma rays and galactic and extrater-
restrial point sources. Fig. 2.22 shows the skymap of gamma-ray intensities
for LE-γ (top panel) and HE-γ (bottom panel) events , where the contours
represent the CAL exposures. As reported in Refs. [4, 132], 23 sources can be
visually identified, albeit the level of statistical significance is still under eval-
uation. In addition, this sky-map shows good agreement with the Fermi-LAT
one, considering that CAL exposures are not uniform.

Gamma-ray bursts are monitored in the energy range from 7 keV to 20
MeV by the CGBM, briefly introduced in the section 2.1, and in the energy
range from 1 GeV to 10 TeV by the combined CAL+CGBM system, using
the trigger signals provided by the CGBM. Figure 2.21 shows the time distri-
bution of the 327 GRBs observed by the CGBM from October, 2015 to June,
2023.

In addition, CALET is contributing to the search for the X-ray and gamma-
ray counterparts of gravitational wave events. The results of this search us-
ing events from the third observation run (O3) of LIGO/Virgo, are reported
in Ref. [4] . No candidates events have been found that satisfy the selection
criteria, but upper limits to the time-averaged fluxes are provided.

2.5.3 Cosmic nuclei

Although CALET is primarily designed to measure the leptonic component
of CRs, its calorimetric depth is enough to measure the steep energy spec-
trum of nuclei in the range from tens of GeV to about one PeV. These spectra
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FIGURE 2.22: Sky map for LE-γ (top) and HE-γ (bottom) events
in galactic coordinates. The relative exposures are represented
with contours superimposed to the gamma-ray intensities. Fig-

ure taken from [21].
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can indeed provide crucial information about the sources and possible ac-
celeration mechanisms, but also about their propagation through the galaxy.
In particular, recent results published by CALET collaboration show unex-
pected spectral features.

In this section we will recall some of the most important results, namely
secondary and primary abundance ratios and proton and helium fluxes, since
the improvement of the measurement of the helium flux is the goal of this
Thesis.

Boron-to-Carbon ratio The secondary-to-primary abundance ratios6 are key
probes of cosmic-ray propagation in the Galaxy, as discussed in section 1.4.
In this regard, the boron-to-carbon ratio is the most important one to dis-
criminate between different propagation models, because boron is mainly of
secondary origin.

Fig. 2.23 shows the B/C flux ratio as measured by CALET, and published
in Ref. [20]. It covers an energy range from 8.4 GeV/n to 3.8 TeV/n, and is
based on ∼ 7.2 years of CALET data.

FIGURE 2.23: Recent CALET measurements of B-to-C ratio, as
a function of kinetic energy per nucleon. The CALET data is
represented in red, whereas the other direct experiments are
shown for comparison and encoded in the legenda. Figure

taken from [20].

The B/C ratio from CALET is consistent with the PAMELA [16] and AMS-
02 [25] measurements, whereas the normalizations of the single boron and
carbon fluxes are consistent with PAMELA results but in tension (see e.g.
Ref. [6]) with the ones provided by AMS-02.

6From an experimental point of view, the flux ratios have also the advantage to be less
affected by systematic errors.
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FIGURE 2.24: Boron, Carbon and Oxygen energy spectra from
CALET data are encoded with red dots, black dots and blue
open squares, respectively. The fluxes are fitted with DPL func-
tions (solid lines), whereas the dashed lines represent the ex-
trapolation of a SPL function derived by fitting the data in the
energy range [25, 200] GeV/n. The vertical cyan dashed line
represents the expected value of the transition energy E0 with

its ±1σ error interval. Figure taken from [20]

Fitting the observed ratio with a leaky-box model7, the flattening in TeV/n
region is compatible with a non-zero value of the residual path length8 Λ0.
This corroborates the hypothesis that some of the secondary B nuclei may be
produced near the CR source. However, other trends cannot be ruled out (for
example, a single power law) because the statistical accuracy at high-energies
is not sufficiently high.

Furthermore, the boron, carbon and oxygen spectra exhibit a spectral
hardening at around 200 GeV/n, albeit with different strength for boron with
respect to carbon and oxygen. Fig.2.24 shows the CALET fluxes fitted with
double power-law (DPL) functions9 where the results support a stronger
hardening ∆γB = 0.32± 0.14 for Boron (secondary) with respect to Carbon
and Oxygen (primaries) ∆γC−O = 0.19 ± 0.04, even if with low statistical
significance.

7The shape of the fitting function is parametrized as

Λ(E) = kE−δ + Λ0

8The residual path length can be viewed as the source grammage, i.e. the average amount
of matter traversed within the acceleration site.

9The DPL parametrisation is

Φ(E) := c

{︄
Eγ E ≤ E0

Eγ+∆γE−∆γ
0 E > E0
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Proton flux The recent measurements of CALET proton flux spans over
three order of magnitude, i.e. from 50 GeV to 60 TeV. Fig. 2.25 shows the
last published CALET proton spectrum as function of the kinetic energy of
the primary particle in fiducial acceptance A [19]. The measured flux exhibits

FIGURE 2.25: CALET proton flux (multiplied by E2.7) as func-
tion of the kinetic energy. The results of direct measurements
from other experiments (AMS-02, DAMPE, CREAM) are shown

for comparison. Figure taken from [19]

a significant deviation from a the single power law spectrum predicted by
the standard CR model. The first feature is the progressive spectral harden-
ing, starting from few hundreds of GeV, that corroborates the previous mea-
surements made by magnetic spectrometers (AMS-02, PAMELA) and ballon
experiments (CREAM). The second unexpected spectral feature is the steep
softening around 10 TeV. This observation confirms the results obtained by
the DAMPE experiment within the errors. Overall, the CALET proton spec-
trum is well fitted with a double smoothly broken power law (DBPL) func-
tion

Φ(E) = C φ(E)
(︃

E
1 GeV

)︃γ

where

φ(E) =
[︃

1 +
(︃

E
E0

)︃s]︃∆γ/s [︃
1 +

(︃
E
E0

)︃s1
]︃∆γ1/s1

The DBPL fit parameters are the power law index γ = −2.83+0.01
−0.02, the first

spectral break ∆γ = 0.28+0.04
−0.02 at energy E0 = 584+61

−58 GeV and the second
spectral break ∆γ1 = 0.34+0.06

−0.06 at energy E1 = 9.3+1.4
−1.1 TeV.

Helium flux CALET has also measured the helium flux covering the broad
energy range from about 40 GeV to ∼ 250 TeV. Fig. 2.26 shows the published
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FIGURE 2.26: CALET helium flux (multiplied by E2.6) as func-
tion of the kinetic energy. The results of direct measurements
from other experiments (AMS-02, DAMPE, CREAM) are shown

for comparison. Figure taken from [8]

helium spectrum as function of the kinetic energy. This is derived selecting
events in fiducial acceptance A1.

Again, a significant deviation from the single power law spectrum is clearly
visible, with a statistical significance greater than 8σ, as stated in Ref. [8]. In
particular, the presence of hardening around a few hundred GeV is observed
as well as the onset of a softening around 30 TeV. This result is in agree-
ment (within errors) with the measurements of the DAMPE experiment [29].
Overall, both the hardening and the softening features are found to be well-
fitted with DBPL with fit parameters γ = −2.703 +0.005

−0.006 (stat) +0.032
−0.009 (syst),

∆γ = 0.25 +0.02
−0.01 (stat) +0.02

−0.03 (syst), E0 = 1319 +113
−93 (stat) +267

−124 (syst) GeV,
∆γ1 = −0.22 +0.07

−0.10 (stat) +0.12
−0.09 (syst), E1 = 33.2 +9.8

−6.2 (stat) +5.8
−5.3 (syst) TeV.

However, the high-energy region of the spectra, from tens to hundreds of
TeV, still suffers from significant uncertainties, mainly due to the very limited
statistics. Therefore, an independent helium analysis using machine-learning
(ML) techniques, has been investigated by the author of this work, with the
aim of improving the present helium measurement. This analysis, developed
first in the fiducial acceptance A1 and then in the extended acceptances K1 and
K3, will be the subject of this thesis.
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Chapter 3

Event Analysis

This chapter outlines the event reconstruction procedure for both in-flight and
simulated data. For each event, such procedure provides the track, the en-
ergy deposited in the calorimeter, and the charge estimators for particle iden-
tification. The first step of the analysis, the pre-selection, is also explained. In
particular, this set of selection criteria ensures a well-reconstructed sample of
events for use in the following stages of the analysis.

3.1 Dataset and Live Time

The scientific analysis of CALET data is performed by using the same work-
flow (event reconstruction, selection, etc. ) both for in-flight data and simu-
lated data.

Flight Data (FD)

In the analysis of this work, the total observation time of CALET experiment
is 2637 days, from October 13th, 2015 to December 31th, 2022. The live time,
fraction to the total observation time is about 85%, confirming the smooth
operation of the instrument and the quick recoveries of any issues which
have been experienced while collecting data. It corresponds to 1.74 × 108

seconds, as shown in Fig. 3.1.

Simulated Data (MC)

Monte-Carlo simulations are crucial for analysing cosmic-rays CALET data,
as they are involved in key steps, such as the evaluation of efficiencies, the
unfolding matrix for primary energy recovery, different background contri-
butions, etc.

In the analysis of this work, MC simulations were performed with the
EPICS [93] package for both helium and proton particles. A detailed CAD-
based modeling of the CALET instrument was developed and integrated into
the simulation package. The helium and proton samples were isotropically
generated from the surface of a sphere with radius 78 cm and centered at
z = 25 cm with EPICS and COSMOS [114]. DPMJET-III [112] was adopted
as the hadron interaction model. Both types of particles were simulated in
decades of energy according to a single power law Eδ, where the power-law
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FIGURE 3.1: (Left) Daily and (Right) accumulated observation
time of CALET experiment on ISS from October 13th, 2015 to
December 31th, 2022. The total, observation and live times are
represented in black, blue and red, respectively. Figures taken

from [126].

index is δ = −1 from 2 GeV to 20 TeV, and δ = −2.5 from 20 TeV to 1
PeV. In the former case, the total number of events generated per decade are
3× 108 (proton) and 2.5× 108 (helium). In the latter case 8.7× 107 (proton)
and 4.3× 107 (helium) events. A summary of the MC samples that were used
in this analysis is given in Table 3.1.

Particle Kin.Energy [GeV] Spectrum Events

p [2, 20] E−1 3× 108

p [20, 200] E−1 3× 108

p [200, 2 ×103 ] E−1 3× 108

p [2 ×103 , 20 ×103 ] E−1 3× 108

p [20 ×103 , 1 ×106 ] E−2.5 8.7× 107

4He [2, 20] E−1 2.5× 108

4He [20, 200] E−1 2.5× 108

4He [200, 2 ×103 ] E−1 2.5× 108

4He [2 ×103 , 20 ×103 ] E−1 2.5× 108

4He [20 ×103 , 1 ×106 ] E−2.5 4.3× 107

TABLE 3.1: Summary of the EPICS-based simulated data used
in the analysis of this work.

Re-weighting Since the proton and helium spectra are generated according
to a single power law of kinetic energy, the MC data have been re-weighted
to follow a profile based on the results of previous experiments. The refer-
ence re-weighting reproduces the behaviour of a combined fit with a special
broken power law to the AMS-02 [23, 24] and CREAM-I [138] data. The fit



3.1. Dataset and Live Time 53

FIGURE 3.2: (Left) Proton Jp(E) and (Right) Helium JHe(E) pro-
files obtained via the fit of the AMS-02 [23, 24] and CREAM-

I [138] data.

function is

Jk(E) = p0

(︃
E

45 GeV

)︃p1
[︄

1 +
(︃

E
p2

)︃ p3
p4

]︄p4 (︂
1− p5

E
− p6

E2

)︂
with k = p, He

The fit results are shown in the Fig. 3.2 and summarized in table 3.2. The
weight w is computed for each MC event as follows

w =
Jk(E)
E−1

E−1
0

Jk(E0)
with k = p, He

in which E0 is the lower bound of the energy range of MC event generation.

Parameter Proton Jp(E) Helium JHe(E)

p0 0.454 0.316
p1 -2.846 -2.761
p2 [GeV] 430.0 904.0
p3 0.193 0.226
p4 0.040 0.053
p5 [GeV] 2.547 4.140
p6 [GeV2] -1.841 0

TABLE 3.2: Fit parameters for the re-weighting functions Jp(E),
JHe(E) .

Furthermore, alternative re-weighting following a single power laws with
different spectral indices were also considered to evaluate the systematics of
the re-weighting procedure, as discussed in section 6.3.2.

Absolute normalization In order to make a comparison between simulated
and FD distributions, an overall scaling factor N is required to adjust MC
event normalization. These factors (for proton and helium) are estimated as



54 Chapter 3. Event Analysis

follows

Nk =
SΩ0 × T

NMC

∫︂ Emax

E0

Jk(E) dE with k = p, He

where:

• SΩ0 is the fiducial geometrical acceptance.

• T represents the live-time of FD sample under analysis.

• NMC are the number of events simulated in the energy range [E0, Emax].

It is worth pointing out that this scaling factor is used only for visualiza-
tion purpose, when comparing MC and FD samples. In fact, the analysis for
helium flux measurement is completely independent on the NMC factor.

3.2 Helium Event Reconstruction

3.2.1 Tracking

A reliable and efficient track (and vertex) reconstruction algorithm is essen-
tial to maximize the performance of CALET experiment, ensuring high-quality
data. In fact, tracking is leveraged to establish the acceptance category (i.e.
the topology of the event), but also to identify CHD paddles and IMC fibers
crossed1 by the incoming CR particle. In addition, it enables the evaluation of
the TASC-based topological variables, such as the lateral width of the shower.
Thus, an original2 reconstruction technique has been implemented based on
combinatorial Kalman filter algorithm [78, 120]. This method takes advan-
tage of the high IMC segmentation to address the challenging task of finding
the primary track among the plethora of shower-originated secondaries. A
detailed discussion of the current implementation can be found in Refs. [49,
51, 100] and summarized briefly in the next paragraphs, following the treat-
ment described in Ref. [100].

Algorithm

The track search problem in CALET can be simplified by reducing it into
two independent two-dimensional problems in XZ and YZ views, respec-
tively. The top IMC layer is the starting point for track search. Initially, the
neighbouring fired3 fibers (“hits") in each IMC layer are clustered. Their po-
sitions4 with their related uncertainties, are regarded as possible candidate
track points in the combinatorial Kalman filter algorithm.

1This information is employed for the construction of charge estimators, as discussed in
the subsection 3.2.2, as well as for the identification of the first interaction point.

2As reported in Ref. [100], the combinatorial Kalman filter algorithm for track and ver-
tex reconstruction is “widely used in high- energy experiments at the accelerators, but not
applied so far in a calorimetric CR experiment".

3A threshold sufficiently higher than electronic noise is set.
4These are obtained by calculating the center of gravity of the fibers belonging to the

cluster.
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FIGURE 3.3: Simplified schematic of the track reconstruction
based on combinatorial KF algorithm. Figure taken from

Ref. [49].

Afterwards, the first set of candidate tracks is estimated from each pos-
sible combination of clusters in the first two layers by fitting with a straight
line. Each candidate track is then developed in its own way such that at
the next layer, the direction and position are uniquely determined by the
previous state. Namely, its incident angle and its impact point on the next
layer k + 1 are estimated using only the information from the previous layer
k. Now, in the combinatorial Kalman filter, a new candidate track is gener-
ated and propagated independently for each cluster on the k+1 layer that is,
within error, close to the predicted state. As a result, this procedure can be
computationally time-consuming since exponential growth in the number of
candidate tracks can occur in each new iteration. Therefore, some stopping
criteria are needed to terminate the evolution of unlikely candidate tracks on
a layer-by-layer basis. Specifically, the current implementation requires that
the χ2/NDF, resulting from the residuals of the KF estimate with respect to
the true cluster position, must be less than an user-defined threshold (usu-
ally < 10) and the number of missing consecutive hits is smaller or equal to
2. In the case of high-energy events, the strategy to reduce the number of
candidate tracks is based on the definition of a region of interest (ROI) in the
IMC where only clusters belonging to it are selected. This ROI is constructed
using the TASC-based shower axis, with further optimization depending on
the topology of the event in the IMC, as described in Ref. [100].

Then, for candidate tracks reaching the last point, the estimation of the
angle of incidence and the point of impact on the first layer is performed by
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the so-called smoothing procedure, i.e. back-propagating the information ob-
tained from the complete set of measurements. In the ensemble of tracks that
reach the last layer, two complementary categories can be recognized: equiva-
lent and non-equivalent tracks. Two tracks are equivalent if they are associated
to the same hit for each IMC layer, except in the ones where the track has
missing hit. From the set of equivalent tracks, the one with the lowest χ2 is
considered. Lastly, the non-equivalent track that have the best match with the
TASC shower core is selected as the track of the primary particle.

A simplified schematic of this reconstruction procedure is shown in Fig. 3.3.

Performance

Tha KF track fitting has been in-depth investigated and tuned based on dif-
ferent MC samples as discussed in Refs. [51, 100]. An evaluation of the
tracking performance has been carried out by selecting high-energy triggered
(HET) events reconstructed in acceptance A from EPICS-based simulated he-
lium sample. The angular resolution is estimated as the difference between
the incident angle θreco

x,y reconstructed by the KF algorithm and the the true
MC angle θreco

x,y in which the simulated event was generated. Angular resolu-
tion of 0.13◦ is achieved for both views, as shown in Fig. 3.4 for X view.

FIGURE 3.4: (Left) Reconstructed incident angle in XZ view
(red) superimposed to the related true distribution (black dots)
of MC generated angles.(Right) Residuals between the MC gen-
erated and the reconstructed angle in XZ view. The angular res-
olution is taken from the width of the peak fitted with a Gaus-

sian function.

Similarly, the spatial resolution is derived from the distribution of the
residuals for y (and x) coordinate of the impact point on the top of the CHD.
Specifically, the difference between the reconstructed position yreco

0 (and xreco
0 )

and the actually generated MC position yMC
0 (and xMC

0 ). The resolution, ob-
tained from the width of the Gaussian fit, is 414 (and 404) µm for the Y (and
X) view, as shown in Fig 3.5.

Although the KF algorithm provides good performance, failure to recon-
struct the primary track projection in a view can occasionally occur. In this
case, the incorrect reconstruction of the event topology is due, in most cases,
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FIGURE 3.5: (Left) Reconstructed impact point on top of CHD in
y coordinate (red) superimposed to the true distribution (black
dots) of the same MC generated position.(Right) Residuals be-
tween the MC generated and the reconstructed y coordinate.
The spatial resolution is taken from the width of the peak fitted

with a Gaussian function.

to the track of a secondary particle being misidentified as a primary trajec-
tory. As a result, this can lead to the incorrect classification of the primary
particle charge, and the acceptance category.

Figure 3.6 shows an example taken from FD. This event is categorized as
acceptance A1, due to misidentification of the near horizontal shower in the
YZ view. In addition, the erroneous reconstruction of the primary track leads
to the misassociation of the hits belonging to it in the IMC and the CHD, and
consequently to a wrong reconstruction of the charge.

This kind of events contribute to the so-called off-acceptance background
that depends on the energy of the incoming particle. It is greater in the low-
energy region, i.e. below 100 GeV, because the weak development of the
shower in the TASC makes difficult to identify correctly the primary particle
and the ROI for KF tracking. Then, it decreases with increasing energy up
to few TeV of particle energy, and finally, increases again due to the prolif-
eration of back-scattered particles in the IMC, which progressively enhances
the complexity of track finding problem. In this work, a strategy based on
a machine-learning approach was studied to improve the rejection of such
background after the KF tracking, as discussed extensively in the first part of
the next Chapter 4.

3.2.2 Charge estimators

Measurement of the charge (Z) of the incident CR particle is based on the
ionization energy losses in both the CHD layers, and multiple independent
dE
dx samplings in the different scintillating fiber layers of the IMC. The energy
deposits are corrected according to the path length travelled by the incom-
ing particle through the scintillating material, either paddles (CHD) or fibers
(IMC). The correction factor is proportional to cos(θ), where θ is the angle
between the instrument axis (z axis) and the reconstructed trajectory of the
particle.
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FIGURE 3.6: Event from in-flight data that is categorized as A1
acceptance by the KF reconstruction algorithm, but actually be-
longs to the off-acceptance background since it is generated by
a nearly horizontal shower. This is clearly visible in the YZ
view on the right-hand figure. In addition, the reconstructed
KF track (blue line) and shower axis (red line) differ in both en-

try and exit points.

CHD-based estimator

A CHD-based charge estimator is obtained combining the two independent
dE
dx measurements: one from the top layer (CHD-X) and one from the bottom
layer (CHD-Y). The crossed paddles are determined from the reconstructed
trajectory. Then the MIP charge is converted into the raw charge ZRAW

CHD via
the fitted Tarlé functions which are described in section 2.2.1. It is worth
mentioning that the number of photoelectrons produced by a MIP in a single
paddle is generally large (> 100) and therefore fluctuations are negligible.
Lastly, the single estimator ZRAW

CHD is constructed as the average of the two
estimators in view X and Y.

IMC-based estimator

In contrast to the CHD-based charge measurement, the building of IMC charge
estimator ZIMC can rely on several dE

dx samples collected from the 16 layers
of scintillating fibers. Nevertheless, there are two additional challenging is-
sues: the limited photo-electron statistics of the individual IMC fibers and
the identification of the interaction point (IP) at which the incoming particle
starts showering. The former is∼ 7− 8 photo-electron per MIP, i.e. about one
order of magnitude lower than the case of 1 cm thick CHD paddle. The latter
is due to the probability of IP occurring within the IMC. This is enhanced
by the tungsten absorbers interposed between alternating scintillating fibers
layer, especially the last two thick plates. Therefore, only the first 12 scin-
tillating fibers layers above the thick absorbers are used. Listed below are
summarized the steps to construct the ZIMC estimator:
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• The interaction point is localized by an application-specific IP recon-
struction algorithm, as discussed extensively in Refs. [49, 51]. The main
idea is to look for an abrupt increase of the energy deposits along the
track. This point, beyond which the particle can no longer be consid-
ered a MIP, is defined as the IP.

• The average dE
dx is calculated for each layer upstream the reconstructed

IP.

• The raw charge ZRAW
IMC is estimated by means of a trimmed-mean, with

30% truncation level. A minimum sample of 4 points is required.

• The MIP average energy deposit is converted via the Voltz-II parametri-
sation (see section 2.2.2) into the ZRAW

IMC .

Back-scattering corrections

The raw charge estimators ZRAW
CHD and ZRAW

IMC are found to be energy de-
pendent, due to the amount of back-scattered particle that affects the charge
measurement and increases with energy. A correction is applied to restore
the proton and helium peaks to the nominal value Z = 1 and Z = 2 regard-
less of primary particle energy. The following energy-dependent correction
functions are used.

ZCHD = a(E)× [ZRAW
CHD ]b(E) (3.1)

ZIMC = c(E)× [ZRAW
IMC ]d(E) (3.2)

Specifically, the energy range is divided into five bin per decade, and the
relative peak positions of ZRAW

CHD and ZRAW
IMC , are extracted from each dis-

tribution. Then, the value of a, b, c, d parameters5 is calculated (simultane-
ously for proton and helium) for each energy bin and are fitted with specific
poly-logarithmic functions to obtain the correction on an event-by-event ba-
sis. Specifically, the energy range is divided into five bin per decade, and the
relative peak positions are extracted from each distribution. In Fig. 3.7, the
proton and helium IMC-based and CHD-based charge peaks with respect to
the total energy deposited in TASC are shown for FD (left panel) and EPICS
(right panel), before and after this correction.

Since this procedure only corrects the positions of the proton and helium
peaks, residual discrepancies are observed after this calibration between the
widths of the FD charge distributions and the MC distributions. Therefore,
an additional fine-tuning of the shape of the MC distributions is needed, to
correctly reproduce the FD, this procedure is described in the section 4.2.

5Since the values of a, b, c, d are expected to be ∼ 1 in the ideal case, the deviation from
this reference value can be regarded as the contribution of back-scattered particles.
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FIGURE 3.7: Energy dependence of CHD-based and IMC-based
raw charges. The panel on the left-hand (right-hand) side rep-
resents FD (EPICS) results. Black filled (open) circle are protons
(helium) before correction. Instead, red filled triangle (square)

encodes proton (helium) after correction.

3.2.3 Deposited energy reconstruction

The TASC allows the measurement of the electromagnetic shower core ini-
tiated by CR hadrons interacting in its first layers or upstream (in the IMC).
The deposited energy in the calorimeter is almost linearly proportional to the
primary energy of the incoming particle. This permits its recovery (on aver-
age), although there are large fluctuations from event-to-event. As a result,
the performance in terms of energy resolution is inferior compared with that
of hadron calorimeters designed for accelerator experiments6 due to the lim-
ited thickness of space-based calorimeters. Nevertheless, it is sufficient for
reconstructing the steep energy spectrum of CR nuclei with a resolution that
is almost independent on the primary energy.

In this analysis, the total energy deposited in the TASC is defined as the
sum of all log signals above a 0.2 MIP7 threshold. The logs #11,#12 and #13 of
the TASC layer #9 are excluded from the sum, since their response is not fully
stable over the entire observation time. Moreover, the TASC logs signals are
extensively calibrated and corrected, as discussed in Refs. [32, 104].

Test-beam additional calibrations Since the data analysis of CERN-SPS
test-beam campaign [27, 108, 127] using the CALET structural thermal model [28,
128] has shown some discrepancies between observed energy deposits and

6A review can be found in Ref. [74].
7In TASC the unitary MIP corresponds to 20.47 MeV.
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MC simulated ones, a shower energy correction (SEC) factor is introduced to
finely tune the energy response. The SEC is evaluated by making use of the
results from beam tests performed during the 2015 campaign with ion beams
of the 13, 19, and 150 GeV/n. Table 3.3 summarizes the results achieved with
a dedicated data analysis.

Beam Energy (GeV/c) Shower Energy Correction

52 0.896± 0.034
76 0.920± 0.025
600 0.968± 0.020

TABLE 3.3: Shower energy (SEC) corrections for helium de-
rived from the data analysis of CERN-SPS 2015 beam test re-

sults.

The MC shower energy is fine-tuned scaling the total energy with an
energy-dependent correction factor (CF) on event-by-event basis. Specifi-
cally, CF is set to 0.896 below 52 GeV, and to 0.968 above 600 GeV. In the
middle, an energy-dependent CF is used instead. This is obtained by in-
terpolating each pairs of CFs with a first-order logarithmic polynomial. In
addition, SEC is also required for the proton sample since it is used to es-
timate the contaminations. The CFs for protons are taken from the Ref. [9],
estimated from the analysis of the 2012 test beam campaign at CERN [28, 43].

The beam-test results were fitted with different interpolation functions,
also called models, to evaluate the systematic errors of this energy scale cor-
rection. The structure of these models and how they contribute to the flux
estimate are discussed in detail in section 6.3.1.

Using the same data-set from test beams, the consistency of trigger effi-
ciencies with MC results is also tested. The trigger efficiencies are found to be
in agreement (within the uncertainties) with the ones from MC simulations,
thus no corrections are applied in MC data.

3.3 Pre-selection

As a first step, helium analysis begins with what is known as pre-selection,
a set of criteria used to obtain a well-reconstructed sample of events [8, 101].
The main objective is to discard the vast majority of background events be-
longing to FD that are not simulated or that are not in the interest of this
analysis. In this way, two equivalent event samples are obtained for real and
simulated data. These are used in the next steps of the analysis, namely the
rejection of the residual off-acceptance events and the charge identification.
Briefly, the pre-selection is realized by applying, in sequence: the off-line trig-
ger validation, track quality cut, geometric conditions (acceptance classification)
and electron rejection cut. A detailed discussion follows in the next subsec-
tions.
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3.3.1 Off-line Trigger Validation

The CALET hardware trigger for high-energy (HE) particles requires large
energy deposits in the first TASC layer and in the last four IMC layers. The
on-board HE trigger is affected by the variations of detector gain with re-
spect to temperature, position and time. Hence, an off-line trigger has been
implemented to address this issue. This trigger validation requires tighter
thresholds than the on-board trigger. Specifically, it requires that the energy
deposit sums of IMC layers X7,Y7 and X8,Y8 are greater than 50 MIP8. Then,
it demands that the energy deposit on the first layer(X1) of TASC is higher
than 100 MIP.

For helium nuclei, these conditions reject non interacting events, and en-
sures that the selected ones interact in the first part of the instrument. A more
detailed discussion regarding this efficiency and the evaluation of systematic
errors made by imposing these thresholds can be found in the sections 4.5
and 6.2.

3.3.2 Track quality criteria

In order to ensure the selection of high-quality sample of candidates, the
events must be successfully traced by the combinatorial Kalman filter in both
X and Y views of the IMC detector. The so-called FitFlag fKF encodes the
information on how the track is reconstructed in both views. Table 3.4 sum-
marizes the associated condition for each possible fKF values. The tightest

Fit Flag (IMC) X-Z view Y-Z view

3 KF KF
6 Shower fit KF
9 KF Shower fit
12 Shower fit Shower fit

TABLE 3.4: Summary of the track quality criteria labelled as
FitFlag . In a given detector view, the acronym KF stands for
performing the fit using IMC hits selected by the combinatorial
Kalman filter, whereas Shower fit means only a fit of the shower
axis in the TASC detector if the KF algorithm fails the recon-

struction.

condition is fKF = 3 that ensures the cleanest sample. For helium analysis,
the KF tracking performs with high-efficiency and, therefore, this stringent
condition is not critical, in most of the energy range. Hence, the condition
fKF = 3 is used in the analysis presented in this work, whereas the looser
criterion fKF = 3||6||9||12 is studied for the assessment of the related system-
atics uncertainties, as discussed in subsection 6.2. However, it is worth point-
ing out that the FitFlag criteria do not completely suppress the off-acceptance

8One MIP corresponds to energy deposit of minimum ionizing vertical muons at 2 GeV,
i.e. 1.66 MeV for CHD paddle, 0.145 MeV for IMC fiber and 20.47 MeV for TASC log.
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background, i.e the occasional misidentification of a secondary track as the
trajectory of the primary particle. Therefore, the rejection of this background
component is still a critical task, and the strategy designed to mitigate it, is
explained in chapter 4.

3.3.3 Geometric Requirements

Each events is classified into one of the so-called acceptances, which differ
in their geometric requirements. All possible acceptances are described in
the section 2.4, together with the descriptions of their corresponding fiducial
volumes. In the case of A1 acceptance, the reconstructed track must cross the
entire detector, from the top of the CHD to the bottom of the TASC, with a 2
cm margin from the edge of the TASC first layer. A schematic of the A1 fidu-
cial volume is illustrated in Fig. 2.15. This configuration provides a geometric
factor SΩA1 equal to 510 cm2 sr which is about 49% of the total geometric
factor SΩTOT of the CALET instrument. Acceptance A1 is the acceptance con-
figuration considered in the Chapter 4 and currently used in the standard
helium analysis.

3.3.4 Electron Rejection

Electron are much less abundant that helium nuclei in the CRs, nevertheless
at low energies they can contribute to the helium flux contamination. Aiming
at rejecting the contamination from CR electron, an empirical Moliere-like
concentration ρM is defined as follows. For each IMC layer crossed by the
track, the sum of all energy deposits within a Moliere radius, defined as ±9
scintillating fibers, of each fiber matching the track is calculated. This sum
is then divided by the total sum of energy deposits in the IMC. At the same
time, by requiring this concentration to be less than 0.75 and the fraction
of energy deposited in the last TASC layer to be larger than 1%, more than
90% of electrons are discarded while maintaining a very high efficiency for
helium nuclei (> 99.9% above 60 GeV of kinetic particle energy) as shown in
subsection 4.5.





65

Chapter 4

Improving the measurement of
helium flux with a
machine-learning technique

The main objective of this work is to improve the accuracy of helium flux
measurements at high-energies, which is crucial for understanding the mech-
anisms of CR acceleration and propagation. This chapter is therefore dedi-
cated to the newly improved analysis using a machine-learning (ML) tech-
nique, that I have developed for this purpose.

The first part of this chapter is a detailed description of the new ML se-
lections based on Boosted Decision Trees (BDT) to enhance the quality of the
helium sample candidates. This approach has been studied with the aim of
broadening the fiducial acceptance, and thus the statistics, that is the most
relevant limiting factor to further extend the helium flux measurement to
higher energies. In fact, selections that depend on the topology of the event
are essential to avoid the inflation of the off-acceptance background when us-
ing extended acceptances.

Next, the charge identification and unfolding procedure to infer the pri-
mary energy, from the fraction of energy deposited in the calorimeter, are
explained. For the latter, two different approaches have been investigated:
the Bayesian iterative approach and the SVD-based approach. In both cases,
the stability of the unfolding procedure and its bias-variance trade-off have
been then validated both with simulated and in-flight data. In addition, the
statistical uncertainty of this procedure has been evaluated via the bootstrap
method. Finally, a preliminary measurement of helium flux in the fiducial
acceptance is provided.

4.1 ML-based selections

During the reconstruction of an event, the tracking algorithm may occasion-
ally fail to identify the primary track, leading to an incorrect classification
of the acceptance. This class of events belongs to the so-called off-acceptance
background, which is particularly critical at low and very high energies. Thus,
additional selections are required to reduce this background.

A strategy to reject it with high efficiency, especially at low energies, is de-
scribed in Ref. [8]. In order to go beyond that result, a ML approach has been
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adopted in this work. The choice of ML algorithm fell on Boosted Decision
Trees (BDT) as1 in the CALET electron analysis [13, 15, 41]. This approach
has also been studied with the aim of extending the fiducial acceptance since
selections that depend on the topology of the event, are crucial to avoid the
inflation of the off-acceptance background when using extended acceptances.

As a first step, the size and composition of the off-acceptance background
has been characterized for A1 acceptance, as shown in Fig. 4.1. These events
can be divided into two groups. The first consists of events whose original
trajectory belongs to one of the acceptance categories described in the sec-
tion 2.4. The second category is made by events that are not comprised in
any of the already defined acceptances, and it can be further split into two
classes. One is Ji type events, i.e. those in which the true track has the same
shape as Di but traverses less than ∼ 27 cm in the TASC. The other is type 0
events, i.e. all those that do not fit into the previous categories. These consist
mainly of events that cross the TASC laterally.

The main source is from acceptance 0 events, followed by the J0 and D0
events, which collectively account for 85% of this background, as can be seen
from the table 4.1. Then, the input variables were selected, as described in
the following section 4.1.1.

0 0.05 0.1 0.15 0.2 0.25 0.3

Off-acceptance Background Ratio [p+He]

210

310

410

510

K
in

.E
n

er
g

y[
G

eV
]

[12-22] A1, BDT, OFF [12-22] A1, BDT, ON

FIGURE 4.1: Comparison between off-acceptance background
ratio from EPICS simulated data (proton and helium samples),

with and without BDT-based selections.

4.1.1 Feature selection

The selection of the input variables, also referred to as2 feature selection, is cru-
cial, for the reliability and performance optimization of the ML algorithm.

1In the study of Ref. [52] for CALET electron analysis, the BDT technique has been
demonstrated to perform best against a variety of ML algorithms based on artificial neu-
ral networks.

2This is the terminology mostly used in machine-learning context.
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Off-Acceptance Type 0 D0 J0 others

sum [%] 51 8 26 15
proton [%] 27 1 5 6
helium [%] 24 7 21 9

TABLE 4.1: Off-acceptance background breakdown for accep-
tance A1.

After an extensive test campaign, 13 variables were selected for the analy-
sis of this work. As reported in Ref. [101], these can be grouped into two
categories, as follows.

• Energy deposition profile, based on the fraction of energy deposited on
each TASC layer. All layers, except the 2nd, 3rd and 4th, have been used.

• Topological variables built from the difference between the track recon-
structed with combinatorial Kalman filter and with the method of mo-
ments [82]. The former mainly exploits the information provided by the
IMC sub-system, whereas the latter leverages on TASC segmentation.
In detail, ∆X

TK and ∆Y
TK defined as the difference between position in X

and Y coordinates of the impact point on the first TASC layer, and ΘX
TK

and ΘY
TK, defined as the difference between the reconstructed angle of

the tracks in X and Y views respectively, have been selected.

Topological variables

The first step consists of scrutinizing the signal-to-background separation ca-
pability of the the topological variables ( ΘX

TK , ΘY
TK , ∆X

TK , ∆Y
TK ). The type 0

events are considered as background. In the Fig. 4.2 the results for ΘX
TK, ΘY

TK
(top half) and ∆X

TK , ∆Y
TK (bottom half) for several TASC deposited energy

bins, ranging from 7.5 GeV up to 300 TeV, is shown. The MC distributions
are based on EPICS simulated data both for helium and for proton samples.

Next, the consistency between the simulated distributions and those from
the data has been checked.This was done by requiring the existence of all
charge estimators (i.e. charge greater than zero) and by using the preselection
described in the previous section. In the Figs. 4.3 and 4.4 the comparisons
of ΘX

TK , ΘY
TK and ∆X

TK , ∆Y
TK distributions from in-flight data and EPICS

simulations are shown for several TASC deposited energy bins ranging from
7.5 GeV up to 300 TeV. The agreement between data and simulations is good
over the entire energy range, as shown by the almost perfect overlap of the
two corresponding cumulative curves.

Energy deposition profile

Similarly, for the energy deposition profile, the most significant layers were
first examined for their signal-to-background separation capability. Again,
the background consists of type 0 off-acceptance events.
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FIGURE 4.2: Signal-to-background separation for ΘX
TK , ΘY

TK
(top half) and ∆X

TK , ∆Y
TK (bottom half) based on EPICS simu-

lated data for several TASC deposited energy bins ranging from
7.5 GeV up to 300 TeV.

In the Fig. 4.5, the signal-to-background separations for the fraction of
energy deposited in the first (X1), the last (Y6) and two adjacent intermedi-
ate (X4 and Y4) layers, are shown. The simulated distributions are derived
from EPICS including both helium and proton samples. The distributions
are presented for several energy bins, ranging from 7.5 GeV up to 300 TeV of
deposited energy.

It is worth pointing out that the fraction of energy deposited in the:

• First layer (X1), allows good signal-to-background separation in the
low energy region, while its contribution is negligible at high-energy.

• Intermediate layers (X4 and Y4), allow fairly good rejection of the back-
ground in high-energy range.

• Last layer(Y6), permits discrimination of signal events from background
events over the entire energy range.
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FIGURE 4.3: (Left) Comparison of ΘX
TK (top half) and ΘY

TK (bot-
tom half) distributions from in-flight data and EPICS simulated
data for several TASC deposited energy bins ranging from 7.5
GeV up to 300 TeV. (Right) The cumulative of the distributions

are illustrated in the left column.



70 Chapter 4. Improving helium flux measurement with ML technique

FIGURE 4.4: (Left) Comparison of ∆X
TK (top half) and ∆Y

TK (bot-
tom half) distributions from in-flight data and EPICS simulated
data for several TASC deposited energy bins ranging from 7.5
GeV up to 300 TeV. (Right) The cumulative of the distributions

are illustrated in the left column.
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FIGURE 4.5: Signal-to-background separation for the fraction of
energy deposited in the first (X1) and last (Y6) layers (top half)
and in the intermediate X4-Y4 layers (bottom half) of the TASC,
based on EPICS simulated data. The energy bins ranges from

7.5 GeV up to 300 TeV.
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4.1.2 Introduction to Boosted Decision Trees (BDT)

Boosted decision trees belongs to the class of supervised machine-learning
algorithms. The main idea of boosting is to take a set of simple models and
then combine them sequentially to build a robust and reliable classifier. The
simple models that are only slightly better than a random guess are called3

weak learners, while the final classifier is called strong learner. As the name
suggests, decision trees with low-depth are the weak learners in the BDT
context.

Decision Trees

Decision Trees(DT) are rooted binary trees, in classification problem where
only two categories of events are involved. As first conceived by Ref. [46]
and further developed by Refs. [47, 48, 115], the growing of a DT starts from
a root node that is recursively partitioned until one of the specified stopping
criteria is met. A crucial aspect affecting the DT’s performance and structure
is the choice of splitting index (SI) that establish how a node is partitioned
into child nodes during the building of the DT. In general, a SI metric is:

• Symmetrical in the purity4 of signal and background, since a cut that
mainly selects the background is just as good as one that filters out the
background to the same amount.

• Maximal when there is no separation between signal and background,
i.e. the purity is equal to 0.5.

• Minimal as perfect separation is reached, i.e. only background (or sig-
nal) node.

As reported in Ref. [56], the common SIs are5 the Gini index [80], the misclassi-
fication error and the cross entropy and the most widely used in BDT analysis,
including the one of this work, is the Gini index.

In order to prevent a significant over-training6, stopping criteria for ter-
minal nodes (also called leaves) need to be included in the DT growing. The
main conditions are as follows:

• Maximum Tree Depth to limit the allowed complexity of the model.

• Minimum Leaf Size, such that a minimum number of events (or effective
events) are required in each node. This condition prevents further par-
titioning of the tree and it ensures the statistical significance of every
node.

3In the context of statistical learning. For more detail see e.g. the book [87].
4In this context, the purity is defined as ∑s ws

∑s ws+∑b wb
where ∑s ws and ∑b wb are, respec-

tively, the weighted sums over signal and background events of the training sample.
5Defined as p(1− p); −p log(p)− (1− p) log(1− p) and 1−max(p, 1− p), respectively.
6Over-training phenomenon occurs when the machine-learning (or in general the statisti-

cal) model learns too much from the training sample but performs poorly on the test sample,
derived from simulations or real data. It is also referred to as over-fitting in machine-learning
context.
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• Minimum Signal Purity requires a minimum level of purity to categorize
an event as signal.

FIGURE 4.6: Example of decision tree with depth level equal to
3, built from the 13 features described in the paragraph 4.1.1 of

this work.

An example of decision tree based on the analysis presented in this work,
is shown in Fig. 4.6. Nevertheless, in most real-world cases, a single DT is
highly prone to over-training when they are constructed as strong learner
and, instead, it is a weak classifier, when the allowed maximum tree depth is
low. Hence, one possible option to overcome this issue, is to move from one
to an ensemble of DTs (forest) where the final classifier is obtained making a
weighted average of the predictions of each DT.

Boosting

Boosting is a general technique, independent on the nature of ML-algorithm,
that enhances the performance of weak learners by combine them into a strong
learner in an additive manner. This final classifier is built iteratively as

t(x⃗) =
M

∑
k=1

αktk(x⃗)

The starting point is a weak learner model t0(x⃗) derived from the trained
data D0(x, y) = {(x⃗1, y1), . . . , (x⃗n, yn)} where {yi}i=1,...,n are binary variables
in which the possible outcomes are ±1. For the k iteration, a weight αk is
associated to the learner tk(x⃗) depending of the boosting algorithm and each
point of the trained data Dk−1(x, y) are re-weighted accordingly. Then, the
learner tk+1 is trained by the dataset Dk(x, y). This procedure is repeated
until the M iteration is reached.
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In the AdaBoost [77] implementation, the re-weighting factor is calculated
at each step as follows

αk = β× ln
1− ϵk

ϵk

in which:

• ϵk is the misclassification rate defined as the ratio of misidentified events
∑M

i | tk(x⃗i)yi=−1 wi over the total number of events ∑M
i wi.

• β is the learning rate. The optimal value7 is 0.5.

And the weight of each point in Dk(x, y), become

wi ← wi
eαkΘk(x⃗i,yi)

2
√︁

ϵk(1− ϵk)
.

where Θk(x⃗i, yi) is the misclassification function that is equal to 1 if tk(x⃗i)yi =

−1 and 0 otherwise; and 2
√︁

ϵk(1− ϵk) is the normalisation factor. It is worth
noting that at each iteration, the training of k-learner is focused on the mis-
takes of its predecessor.

Main properties The main features of the BDT method compared to other
ML-techniques (e.g. Artificial Neural Network, Deep Neural Network, etc.)
are:

• Small number of hyper-parameters. In addition, the set of parameters
that significantly affect the performance are usually a few.

• Less prone to the so-called “curse of dimensionality" for increasing num-
ber of features.

• No need of normalization, standardization or regularisation of the input
features.

• Robust against weakly discriminating input variables. Furthermore,
these variables can be recognized through the feature ranking described
in the paragraph 4.1.6.

• Good level of interpretability, although this decreases when an aggres-
sive boosting is applied.

4.1.3 Classifier distributions

In this analysis, BDT classifier distributions have been evaluated using the
TMVA package [91] (integrated in ROOT framework) by dividing the deposited
energy range into six intervals as follows: < 30 GeV, 30− 120 GeV, 120− 300
GeV, 300 GeV −6.5 TeV, 6.5− 20 TeV, > 20 TeV.

7A proof of this statement is available in Ref. [95].
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As a first step, the simulated data for A1 acceptance are randomly split
into training and test samples. The BDT response for signal and background
is evaluated using the training sample. The performance are thus prelimi-
nary assessed by visually inspecting the degree of overlap between the two
distributions. Afterwards, the same procedure is repeated for the test sam-
ple.

FIGURE 4.7: BDT model performance, for each energy inter-
vals, evaluated splitting randomly the MC data into test and
training samples and selecting events in A1 acceptance. The
BDT classifier distributions of the test samples are represented
by histograms filled in blue (signal) and red (background) re-
spectively. The same distributions from the training samples

are superimposed with markers.

The reliability of the BDT model is then examined with the so-called over-
training test, in which the distributions obtained from the two sub-samples
mentioned above are superimposed on each other and their consistency is
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checked. The results, shown in the Fig. 4.7, exhibit good agreement for each
energy interval. It is worth mentioning that only simulated data are used at
this level. In addition, it is required that the IMC-based and the CHD-based
charge estimators are greater than zero.

FIGURE 4.8: BDT model performance for FD compared with
simulated data for each energy intervals. The individual contri-
butions due to signal (blue), background (red), off-acceptance
(grey open square) events of type 0 are shown. The red dashed
line is placed at 0, which is approximately the selected thresh-

old set to distinguish the signal from the background.

Thereafter, the BDT classifiers are calculated taking into account in-flight
data. Hence, BDT distributions from FD are compared with the response
derived from simulations, by summing accordingly the re-weighted contri-
butions from the helium and proton MC samples. The results illustrated in
Fig. 4.8, show the overall distributions for FD and MC in black filled dots
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and in green square markers, respectively. In addition, the individual con-
tributions derived from EPICS simulations are also reported. The distribu-
tion of helium events from true A1 acceptance (MC signal) is shown with
blue filled upward triangles, whereas the complementary distribution (MC
background) and the contribution from off-acceptance events of type 0 (MC
Acceptance 0) are represented with red filled downward triangles and grey
open squares, respectively.

Overall, they exhibit a fairly good agreement for each energy interval.

4.1.4 Optimization of BDT working point

Aiming to establish the optimal BDT working point, for the signal-to-background
discrimination, several figures of merit have been studied for each energy in-
tervals. Using a modified TMVA package routine, the signal εS and background
efficiencies εB, the signal purity πS = S

S+B , the signal efficiency multiplied by
purity ηS = εS × πS and the significance ΣS = S√

S+B
have been estimated as

shown in Fig. 4.9.
The numerical maximum of significance has been selected as the best thresh-

old for each energy intervals and the values are summarized in table 4.2.

Deposited Energy Range BDT Working Point

10− 30 GeV -0.004
30− 120 GeV -0.023
120− 300 GeV -0.015
0.3− 6.5 TeV -0.028
6.5− 20 TeV -0.026
> 20 TeV -0.009

TABLE 4.2: BDT working points based on the numerical maxi-
mization of the figure of merit significance for A1 acceptance.

4.1.5 Hyper-parameters tuning

As previously mentioned, one of the main advantages of the BDT method
is the relatively small number of model parameters. In fact, one of the most
time-consuming and cumbersome step in implementing a real-world case
machine learning model, is the tuning of hyper-parameters.

In accordance with the nomenclature of the TMVA package [91], the scanned
parameters are number of trees (Ntrees) in the forest, and maximum depth
(MaxDepth) of the single DT allowed. The other options and parameters have
not been changed with respect to the default ones8, except for the variable
nCuts, which represents the granularity of variable range in which the scan-
ning for optimal splitting condition is performed, that was increased from 20
to 50.

8More details can be found in the TMVA manual [91].
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FIGURE 4.9: Figures of merit as function of the BDT score in A1
acceptance for each energy intervals.

In the analysis of this work, at first, the performance has been evaluated
setting the number of trees equal to 500, 850 and 1000, while fixing the maxi-
mum depth to 3. Subsequently, the maximum depth of the tree was scanned
from 3 to 6, by letting the the number of trees equal to 1000. In order to es-
tablish the optimal values for these hyper-parameters, the Receiver Operat-
ing Characteristic (ROC) curves were calculated for each model and for each
wide energy bins. These curves provide a comprehensive quantification of
the binary classifier’s behaviour as the threshold set to separate signal from
background, changes. The results are shown in figure 4.10 where all mod-
els have almost the same Area Under the Curve (AUC) and therefore, they
are basically independent on the choice of hyper-parameters investigated.
Hence, the default TMVA values, Ntrees equal to 850 and MaxDepth equal to 3,
have been selected for this analysis. Additional validation tests, based on the
stability of the measured helium flux for different hyper-parameters values,
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are explained in the paragraph 4.7.1.
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FIGURE 4.10: ROC curve for each energy interval in which the
BDT training has been carried out. The performance has been
evaluated varying the hyper-parameters: number of trees, max-
imum depth of the tree. Fixing the maximum depth as default
value (3), the number of trees were changed in the set 500, 850,
and 1000. The maximum depth of the tree instead was scanned

from 3 to 6, by letting the number of trees equal to 1000.

4.1.6 Feature ranking

An additional test, that is useful for monitoring the accuracy of the designed
model, is the feature ranking. In fact, an high number of input variables in-
creases the model complexity, making it more vulnerable to over-training.
Thus, the feature importance has been estimated "by counting how often the
variables are used to split decision tree nodes, and by weighting each split
occurrence by the separation gain-squared it has achieved and by the num-
ber of events in the node" as quoted in TMVA user’s guide [91] (where the
algorithm is taken from Ref. [46]) in order to verify whether or not there are
poorly discriminating input variables that can be discarded. Results, normal-
ized to 1, are illustrated in Fig. 4.11 for each trained energy bin, in which one
can appreciate that the contribution of each feature is of the same order of
magnitude and, therefore, none of the input variable is redundant.

4.2 Charge Identification

Charge assignment is the last selection step before obtaining the measured
energy spectrum. In helium analysis, charge identification is a crucial task
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FIGURE 4.11: Feature ranking provided by the TMVA package
for each energy interval in which the BDT training has been

performed.

to ensure reliable proton rejection over the entire energy range. Since the he-
lium and proton distributions get wider as the deposited energy increases,
a simple rectangular cut leads to a non-uniform charge selection efficiency
that decreases significantly in the high-energy region. Therefore, an energy-
dependent charge selection strategy was implemented9 as extensively de-
scribed in the next subsection.

Energy-dependent charge selection

As a starting point, the deposited energy range is divided into 20 logarithmic
bins, ranging from 10 GeV up to 1 PeV. Proton and helium charge distribu-
tions for IMC and CHD are then considered. Each peak is fitted10 with the
convolution of a Landau with a Gaussian distribution (Langaus) fi(Z), to take
into account both the instrumental noise and the ionization energy losses of
charged particles in scintillators. Peak centroid11 µi(E), the FWHM ϕi(E) and

9This procedure is a variation of the one originally presented in Ref. [8] and modified in
Ref. [101].

10Since the distribution does not have a closed analytical expression, the fit is performed
in ROOT based on the “langaus.C” routine written by H.Pernegger and M.Friedl.

11The peak position is evaluated numerically extracting the maximum of the fitted func-
tion fi(Z).
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the Left Half Width at Half Maximum (σL) and the Right Half Width at Half
Maximum (σR), defined as σR + σL = ϕ, are retrieved for each energy inter-
val. An example of this procedure is shown in Fig. 4.12 for several energy
bins of IMC-based charge derived from FD.

Thereafter, the extracted parameters µi(E), σL(E), σR(E) and ϕi(E) are fit-
ted with logarithmic polynomials, i.e.

pn(E) =
n

∑
i=0

ci logi(E).

such that are continuously defined for each deposited energy. A third order
log-polynomial has been chosen for this analysis (n = 3). The results for
helium, obtained by analysing 87 months of FD, are shown in Fig. 4.13.

Then, helium event selection is performed in two steps, using both CHD
and IMC sub-detectors. Specifically, the IMC-based charge estimator permits
a better proton-helium separation at higher energies because it is less prone
to back-scattered particle background due to the higher detector segmenta-
tion. Therefore, a tighter cut is applied on the charge estimator from this de-
tector, whereas the information from the CHD sub-system is basically used
to further reduce the prominent proton background. For the CHD-based es-
timator, a fixed-threshold ZCHD

min is set for the minimum charge value that the
event can take, regardless of the energy deposited.

In the analysis of this work, the ZCHD
min is set to 1.6 as good trade-off be-

tween proton rejection efficiency and helium signal efficiency. This can be
appreciated by looking at Fig. 4.14, where the distributions are shown for
several energy intervals.

The, helium nuclei are selected according to the following energy-dependent
cut on the IMC-based charge estimator

µHe(E)− nLσL(E) < Z < µHe(E) + nRσR(E) (4.1)

where nR is fixed at 5 over the entire energy range, whereas nL is set to 3 in
the central energy region (from to 300 GeV to 1 TeV of deposited energy),
and then12 it is lowered up to 2.5 (above 2.8 TeV of deposited energy) to both
ensure a nearly constant charge selection efficiency and to improve purity by
rejecting protons from the energy related broadening of charge distributions.

The IMC-based charge distributions, after the preliminary charge selec-
tion on ZCHD, is shown, for several energy intervals, in Fig. 4.15 together
with the expected proton and helium contributions derived from EPICS sim-
ulations.

12More in detail, nL is set to 2.75, from 1 TeV to 2.8, whereas is 3.25 from 100 GeV to
300 GeV and 3.5 from 10 GeV to 100 GeV of deposited energy. The latter ensures a better
uniformity of the helium selection efficiency.
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FIGURE 4.12: IMC charge distributions derived from 87 months
of in-flight data in A1 acceptance for several TASC energy bins.
The proton and helium peaks are fitted with Langaus func-
tions. The magenta dashed vertical lines represent the he-
lium FWHMs derived from the fitted function, while the black
dashed lines are the lower bounds of the charge selection at 2σL

and 3σL, respectively.
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FIGURE 4.13: Peak positions µHe(E), and LHWHM σL(E),
and RHWHM σR(E) as function of TASC deposited energy for
helium in FD. All are fitted with third-order log-polynomial.
Right and left panels represent the results for CHD and IMC

charge estimators, respectively.

Fine-tuning for MC peak-width bias correction

Since the widths and, to lesser extent, the peak positions of MC charge distri-
butions are still not fully compatible13 with those derived from FD, despite
the calibration procedure already applied and discussed in paragraph 3.2.2,
MC charges are corrected on event-by-event basis, both for CHD and IMC.
Specifically, the same fitting procedure aforementioned is applied to get µMC

i
and ϕMC

i from the related MC-sample. Then, the linear transformation

ẐMC
i (E) = αi(E)× ZMC

i (E) + βi(E)

in which αi(E) =
ϕFD

i (E)
ϕMC

i (E)
and βi(E) = µFD

i (E)− αi(E)× µMC
i (E), is applied

to MC events. The correction functions for proton and helium are shown in
Fig. 4.16 for IMC-based charge.

A consistency test is performed aiming to assess in a quantitative way
the overall improvement after the applied correction. Thus, a χ2-like test-
statistic14 is introduced taking into account FD and MC histograms in a given
energy interval. This quantity is computed as follows

T =
N

∑
i=1

∆2
i

σ2
i
=

N

∑
i=1

(ui − vi)
2

ui + vi
(4.2)

where: U and V being the FD and MC histograms with N bins; ui and vi
being the ith bin contents of the U and V histograms. The test is based on the
evaluation of T before and after applying the fine-tuning charge correction

13Mainly due to sub-optimal MC modeling of back-scattering particles.
14This test-statistics is described in Ref. [111]
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FIGURE 4.14: CHD charge distributions for several TASC en-
ergy intervals. The FD distributions are represented with black
markers, in red and blue are shown the MC distributions for
proton and helium MC samples, respectively. The total MC
distributions are represented with violet open circle markers.
The black dashed vertical lines represent the ZCHD

min fixed at 1.6
value.
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FIGURE 4.15: IMC charge distributions after CHD cut ZCHD
min ,

for several TASC energy intervals. The FD distributions are
represented with black markers, in red and blue are shown the
MC distributions for proton and helium, respectively. The total
MC distributions are represented with green filled circle mark-
ers. The magenta dashed vertical lines represent the helium
FWHMs, while the black dashed lines are the lower bounds
of the charge selection at 2σL and 3σL, respectively. The blue
dashed lines are the upper bounds of the charge selection at

5σR.
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FIGURE 4.16: (Top half) FWHMs and (bottom half) peak posi-
tions, from maximum of Langaus fits, as function of TASC de-
posited energy for helium (left panel) and proton (right panel)

for FD and EPICS-based MC. Both are fitted with p3(E).

and thereafter checking whether or not the ratio rTS = Ta f ter/Tbe f ore is less
than 1. If it is, the test is passed. An example is shown in Fig. 4.17, for IMC
and CHD charge estimators in the energy interval 0.75-1.37 TeV.
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FIGURE 4.17: Comparison of the overall improvement of the
FD and MC agreement after the fine-tuning charge correction
for the energy interval 0.75-1.37 TeV for IMC and CHD charge
estimators in A1 acceptance. The χ2-like test-statistic ratio rTS is

0.25 and 0.2 for the IMC and CHD charges, respectively.
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4.3 Background subtraction

Although the majority of the background can be discarded by the aforemen-
tioned charge selections, residual sources are still present and need to be sub-
tracted before the application of the unfolding procedure to the in-flight data.
These can be divided into two categories as follows:

• Proton contamination is composed of protons in A1 acceptance that
cannot be disentangled from the selected helium sample, due to the
large tail of the proton charge distribution that goes beneath the helium
peak.

• Off-acceptance background is made of helium and proton nuclei with
the real acceptance being different from A1 but which are reconstructed
as A1 helium candidates due to misidentification of the primary particle
by the tracking algorithm and, thus also to an incorrect charge assign-
ment.

On the other hand, after the pre-selection, electron contamination is com-
pletely negligible for helium analysis over the entire energy range.

The assessment of each background components has been performed in
analogy to that described in Ref. [8]. MC simulations have been exploited
to determine the relative ratio for each background species. In contrast, in-
flight data where used to evaluate the absolute number of helium and proton
events as function of the TASC deposited energy. In this way, the estimate
is slightly dependent on the prior hypothesis about the spectral shape of the
proton and helium CR fluxes, especially in the high-energy region, and is
completely independent from the assumed normalization of MC samples.

Figure 4.18 shows the results decomposed for each component, where
dB
dE |

p→He
A1→A1, dB

dE |
p→He
̸=A1→A1 and dB

dE |He→He
̸=A1→A1 are, accordingly, the proton background

component from acceptance A1, the off-acceptance background contributions
from proton and helium species. In detail, the proton and the off-acceptance
contamination ratios are computed from MC simulations as follows:

• Proton contamination ratio

CA1
proton =

⎛⎝ dN
dE

⃓⃓p→He
A1→A1

dN
dE

⃓⃓p→p
A1→A1 +

dN
dE

⃓⃓He→p
A1→A1

⎞⎠
MC

• Off-acceptance contamination ratios

ΩMCp
helium = Ω0

1 =

⎛⎝ dN
dE

⃓⃓p→He
̸=A1→A1

dN
dE

⃓⃓p→p
A1→A1 +

dN
dE

⃓⃓p→p
̸=A1→A1 +

dN
dE

⃓⃓He→p
A1→A1 +

dN
dE

⃓⃓He→p
̸=A1→A1

⎞⎠
MC
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FIGURE 4.18: Deposited energy spectrum of helium candidate
events after the background subtraction in A1 acceptance, rep-
resented with magenta filled circle, obtained with 87 months of
CALET data. The estimated background components from pro-
ton events in A1 acceptance and from off-acceptance helium and
proton events are shown with the markers: upper blue triangle,

green square and orange downward triangle, respectively.
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Then, the proton background component is evaluated as

dB
dE

⃓⃓⃓⃓p→He

A1→A1
= CA1

proton ×
(︄

dN
dE

⃓⃓⃓⃓Z=1

FD
−Ω0

0 ×
dN
dE

⃓⃓⃓⃓Z=1

FD
−Ω1

0 ×
dN
dE

⃓⃓⃓⃓Z=2

FD

)︄

where dN
dE |FD are extracted from in-flight data based on the charge selection

described in section 5.3 for helium candidates and a fixed charge window cut
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for proton15.
The off-acceptance background components are computed as

dB
dE

⃓⃓⃓⃓p→He

̸=A1→A1
= Ω0

1 ×
dN
dE

⃓⃓⃓⃓Z=1

FD
,

dB
dE

⃓⃓⃓⃓He→He

̸=A1→A1
= Ω1

1 ×
dN
dE

⃓⃓⃓⃓Z=2

FD

and lastly, the fiducial spectrum to be provided as input to the unfolding
routine is given by

dN
dE

⃓⃓⃓⃓Z=2

BKSUB
=

dN
dE

⃓⃓⃓⃓Z=2

FD
−∑

dB
dE

=
dN
dE

⃓⃓⃓⃓Z=2

FD
−dB

dE

⃓⃓⃓⃓p→He

A1→A1
− dB

dE

⃓⃓⃓⃓p→He

̸=A1→A1
− dB

dE

⃓⃓⃓⃓He→He

̸=A1→A1

4.4 Unfolding

4.4.1 Introduction

In the HEP context, the measured distribution of an observable is usually
affected by the finite resolution and efficiency of the detector. Therefore, un-
folding is being used to recover its true distribution by deconvolving it from
the distortions caused by the instrument itself.

Following the treatment of Ref. [60], the measured distribution can be
modelled as follows

fmeas(x) =
1
Z

∫︂
dy S(x|y) ε(y) ftrue(y) (4.3)

in which Z is the normalization factor, ftrue(y) and ε(y) are, respectively, the
true distribution and the efficiency as function of the true value of the event
(y), whereas S(x|y) is the resolution function that accounts the conditional
probability to measure the value x when the true value is y. Additionally, the
response function is defined as r(x|y) = S(x|y)ε(y).

However, in almost every real-world case, it is more convenient to dis-
cretize these functions by working with the related histograms. Hence, one
can define

• pj =
∫︁

∆j dy ftrue(y) as the probability to find y in the bin ∆j.

• µtot and µj = µtotpj as the expected number of true events in total and
on bin16 j, respectively.

• ni and ntot = ∑N
i=1 ni are the measured number of events for variable x

in bin ∆i and total number of detected events, respectively.

• νi = E(ni) is the expected number of measured entries in bin i.

The last term can be reformulated as
150.5 < ZIMC < 1.7 and 0.5 < ZCHD < 1.7
16µ⃗ = {µ1, . . . , µN} is usually referred to as the true histogram.



4.4. Unfolding 91

νi = µtot Pr(x ∈ ∆i)

= µtot

∫︂
∆i

dx
∫︂

dy r(x|y) ftrue(y)

=
N

∑
j=1

∫︂
∆i

dx
∫︂

∆j

dy
r(x|y) ftrue(y)

µj/µtot
µj

Therefore, the response matrix Rij is defined as

νi =
N

∑
j=1

Rijµj −→ ν⃗ = Rµ⃗

and it represents the conditional probability of observing an event with mea-
sured value x in bin ∆i given that the true value y comes from bin ∆j. It is
worth noting that the mean efficiency ε j for the bin j is derived by summing
over the index i the response matrix, i.e. as ∑i Rij = ε j.

At first glance, the inversion of the matrix Rij seems to be the straightfor-
ward way to recover the true distribution µ⃗. Nevertheless, this is an ill-posed
problem because the measured histogram n⃗ is sampled from ν⃗ but it is not
ν⃗ itself. In fact, the inversion of R-matrix leads to over-amplification of the
just small statistical fluctuations17 of the measured histogram n⃗ with respect
to ν⃗. Thus, the rationale behind any unfolding approach is to introduce a
small bias to significantly reduce the variance. The best unfolding method
for a given application is therefore the one that optimizes the bias-variance
trade-off.

In this work, the measured value (x) is the energy deposited on TASC
by the selected incoming particle ETASC

dep , whereas the true value (y) is its pri-
mary energy Etrue that is used to estimate the flux. To this aim, the RooUnfold
package [22] integrated in the ROOT framework, was employed and the it-
erative bayesian [61, 62] and the SVD [90, 125] approaches have been tested
in-depth as explained in the section 4.7.2. The measurements of the helium
flux have thus been obtained via a two-iteration Bayesian unfolding, simi-
lar to the one used in the published CALET proton and helium analyses. In
detail, the iterative bayesian unfolding algorithm starts from the probability
Θ(0)

ij calculated applying the Bayes’ theorem

Θ(0)
ij = Pr(y ∈ ∆j|x ∈ ∆i) =

Rij Pr(y ∈ ∆j)

∑j Rij Pr(y ∈ ∆j)

The response matrix can be written as Rij = Pr(x ∈ ∆i | y ∈ ∆j) where the

probability Pr(y ∈ ∆j) = µ
(0)
j / ∑j µ

(0)
j in which µ

(0)
j is the initial guess of

17Roughly speaking, the statistical fluctuations are treated as a residual fine structures of
the true spectrum washed out by the folding with the response matrix at the reconstructed
level. A toy example of such effect is reported in Refs. [59, 60] where the resulting estimators
have no biases but extremely high variances.
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truth spectrum in bin ∆j. Thus, in the next iteration, the estimated number of
true events in bin j is

µ̂
(k+1)
j =

1
ε j

N

∑
i=1

Θ(k)
ij ni

In contrast, the SVD approach belongs to the class of regularized unfolding
algorithm, where instead of maximizing lnL(µ⃗), the log-likelihood of matrix
inversion18, one defines a smoothness function19 S(µ⃗) and, thus it maximizes
the function ϕ(µ⃗) = lnL(µ⃗) + τS(µ⃗) where the parameter τ controls the
strength of the regularization.

4.4.2 Response matrix and unfolded spectrum

The response matrix obtained applying the aforementioned selections to the
EPICS simulations, is shown in the left panel of Fig. 4.19. It is normalised by
column20 and the bin-to-bin migration is mainly between the two adjacent
neighboring bins with respect to the next-to-reference deposited energy bin.

The preliminary unfolded energy spectrum is illustrated in the right panel
of Fig. 4.19 along with the folded energy histogram achieved with the already
described selections.

FIGURE 4.19: (Left) Response matrix, normalised by column
and obtained with EPICS-based MC simulations. (Right) Pre-
liminary energy spectra before and after the application of the

bayesian unfolding with 2 iterations.

18For independent Poisson fluctuations,it is expressed as lnL(µ⃗) = ∑N
i=1(ni ln νi − νi).

19In Tikhonov regularization, it assumes the form S[ ftrue(y)] = −
∫︁

dy
(︃

dk ftrue(y)
dyk

)︃
where

k is set to 2. This formula can be discretized as function of µ⃗, and it is used in SVD routine
provided by RooUnfold .

20i.e. for each bin of deposited energy, the sum of the related bins of primary energy is
equal to one



4.4. Unfolding 93

FIGURE 4.20: (Left) Preliminary energy spectra after the ap-
plication of different unfolding procedures. In the bottom
panel the relative error with respect to the reference unfolded
spectrum achieved via bayesian unfolding with two iterations.

(Right) Magnification on the high-energy region of the chart.

Unfolding FD spectrum with different approaches The FD deposited en-
ergy spectrum has been unfolded with the iterative Bayesian approach and
with the SVD-based approach. In the former case, the number of iterations
has been varied from 2 to 4. The preliminary unfolded energy spectra are
shown in Fig. 4.20. The relative error with respect to the reference unfolded
spectrum (bayesian unfolding with 2 iterations) are considered as systemat-
ics (see section 6.6) and they are within few percent over almost the entire
energy range. In the high-energy region (≳ 100 TeV), the major source of
uncertainty is from statistical fluctuations and the different spectra are com-
patible within the statistical errors as illustrated in the right panel of Fig. 4.20.

Assessment of statistical uncertainties

The RooUnfold unfolding routine provides an estimate of the statistical un-
certainties. Nevertheless to assess its reliability, an independent evaluation
is performed via the bootstrap method [70, 130]. The schematic is illustrated
in the diagram 4.21. Each bin of the FD background-subtracted deposited
energy spectrum is statistically fluctuated Ntrial times according to a Gaus-
sian distribution with mean equal to the number of events in the bin, and
width equal to their RMS. Each bootstrap histograms are unfolded using the
response matrix of the left panel of Fig. 4.19. Then, the pull distributions,
normalized to the uncertainty provided by the unfolding routine, are con-
structed as described in paragraph 4.7.2 and, for each energy bin, the his-
tograms are fitted with a Gaussian distribution. The results are shown in
Fig. 4.22 where the energy bins ranging from 40 GeV to ∼ 400 TeV. In the
bottom panel, the comprehensive view of the obtained fit parameters from
the bin-by-bin fit of the pull distribution with a Gaussian function, shows
a zero average bias and RMS compatible with the variance provided by the
RooUnfold package.
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FIGURE 4.21: Schematic of the bootstrap technique used for as-
sessing the statistical uncertainty related to the unfolding pro-

cedure.

4.5 Efficiency and Effective Acceptance

The estimation of CR helium flux requires two other quantities: the total
efficiency of all the applied selections, as function of the primary energy, and
the geometric factor of the detector.

The efficiency of a given selection in the energy interval ∆E, is defined as

εκ(∆E) =
Nκ

Nκ−1
(4.4)

that is the ratio of the number of events passing the current cut κ to the num-
ber of events surviving the previous κ− 1 selections. A comprehensive view
of the relative efficiencies for all the cuts utilized in this analysis is shown in
the top panel of Fig. 4.23.

The geometric factor SΩ of the CALET for the A1 acceptance is 510 cm2 sr,
evaluated via numerical integration of the formulae for symmetric telescope
with rectangular cross-section reported in Ref. [124]. The bin-by-bin effective
acceptance is illustrated in the bottom panel of Fig. 4.24 as function of the
particle kinetic energy. The effective acceptance is defined as the product of
the overall efficiency εtot(∆E) multiplied by the geometric factor (SΩ).
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FIGURE 4.23: Relative efficiencies, as function of kinetic energy,
from EPICS-based MC simulations in A1 acceptance.
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FIGURE 4.24: Effective acceptance, as function of kinetic en-
ergy.
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4.6 Preliminary Flux Evaluation

The differential helium flux is experimentally derived according to the equa-
tion

ΦHe
i =

Ui

∆Ei × (εi × SΩ)× T
=

Ui

∆Ei × Aeff
i × T

(4.5)

where ΦHe
i (E), ∆Ei, εi, Aeff

i and Ui represent, respectively, the measured
flux, the energy interval, the overall efficiency, the effective acceptance and
the number of events of the unfolded spectrum, in the ith bin. The live-time
and the geometric factor are symbolized by T and SΩ.

The preliminary flux obtained using 87 months of CALET data, from Oc-
tober 13th, 2015 to December 31th, 2022, and the A1 fiducial acceptance, is
shown in Fig. 4.25, multiplied by E2.6 and compared to the helium flux, pub-
lished in the PRL journal [8] by the CALET collaboration in 2023. They are
compatible, within the errors, with the PRL helium flux, over the entire en-
ergy range.
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FIGURE 4.25: Helium flux multiplied by E2.6, obtained using
the selections described in this thesis. Vertical bars represent
only statistical uncertainties derived by standard error propa-

gation.

In addition, the comparison of the ratio of the sum of all background com-
ponents to the total signal is represented in the left panel of Fig.4.26 as a
function of kinetic energy. This indicates that the analysis of this work im-
proves the background rejection at energies greater than about 1 TeV. The
right panel of the same figure, shows the purity21 quantity in this energy
range. The better performance above about 3 TeV results in an improved
statistical precision of the measured flux in this energy region.

21Defined as in Ref. [101], i.e. the number of helium events after the background subtrac-
tion divided by the total number of events reconstructed as helium.
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FIGURE 4.26: Comparison between PRL-like (red) analysis [8]
and the BDT-based (black) analysis of this work in A1 geomet-
rical acceptance, as function of kinetic energy. (Left) Estimated
total background ratios. (Right) Purity, defined as the number
of helium events after the background subtraction divided by

the total number of events reconstructed as helium S
S+B .

4.7 Additional validations

4.7.1 BDT Model

The robustness of the adopted BDT model (described in Section 4.1) has been
tested by varying hyper-parameters as follows. Initially the number of trees
was set equal to 500 and 1000, while fixing the maximum depth to 3. Subse-
quently, the maximum depth of the tree was scanned from 3 to 6, by letting
the the number of trees equal to 1000, since it is actually the same for the
values 500 and 850.

The overall results are shown in Fig. 4.27 where one can appreciate that
the consistency is good over the entire energy range

4.7.2 Unfolding procedure

Unfolding is a complex procedure that needs to be extensively tested before it
can be used to analyze data. In this work, the testing part has been performed
on the simulated data based on EPICS MC generator. Specifically, it was
divided in two main phases: the technical test and the pull test as explained
in the next paragraphs.

Technical test

The technical test consists in providing MC deposited energy spectrum n⃗MC
dep

as an input to the unfolding routine and in ensuring that the unfolded spec-
trum n⃗MC

true is compatible to the MC primary energy spectrum µ⃗MC
true. For this
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FIGURE 4.27: Preliminary helium fluxes in A1 acceptance ob-
tained by varying the BDT hyper-parameters: number of trees
(ntrees) and the maximum depth tdepth of the tree. The reference
configuration (black markers) has tdepth = 3 and ntrees = 850.
The others are achieved both by scanning tdepth from 3 to 6 fix-
ing ntrees = 1000, and by setting the ntrees equal to 500 and 1000

with tdepth = 3.

test, the MC sample is partitioned in two halfs. One sub-sample is consid-
ered to fill the deposited energy spectrum, whereas the other is used to build
the response matrix. The unfolding methods that have been studied are: it-
erative Bayesian algorithm scanning the number of iterations from 2 to 4,
and the SVD approach with an internally optimization of the regularization
parameter22.

The results are presented in Fig. 4.28 where the true spectrum is recovered
within ∼ 2% in the energy range from ∼ 60 GeV to 250 TeV, for each unfold-
ing approach. In the remaining energy bins, the outcomes are still compatible
within the statistical errors.

Pull test A more sophisticated test based on bootstrap technique [70, 130],
has been carried out to control in-depth the stability of the unfolding pro-
cedure over the entire energy range and its bias-variance trade-off. In the
HEP field, such test is commonly referred to as pull test (e.g. see [42]) and
the implementation of this work is schematically illustrated in the diagram
of Fig. 4.29.

Each re-weighted MC helium event, passing all the selections described in
the previous sections, is fluctuated according to a Poisson distribution with
a mean of one. Hence, a statistically fluctuated replica of n⃗MC

dep is achieved. If

such a procedure is repeated Ntoy times, the set of replicae { n⃗TOY,j
dep }j=1,..,Ntoy

22kreg = 0 option in RooUnfold package.
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FIGURE 4.28: Results of the unfolding technical test using
EPICS-based MC simulations. (Top) In magenta the histogram
of MC deposited energy spectrum. The related unfolded spec-
tra, achieved by using iterative Bayes algorithm (with the num-
ber of iterations from 2 to 4) and by using SVD approach, are
shown with markers. The primary energy spectrum (true en-
ergy) is presented as violet filled histogram. (Bottom) Percent-
age difference between the unfolded spectra and the MC pri-

mary energy spectrum.

can thus be deconvolved, providing the standard matrix RMC
ij to the unfold-

ing routine. From the set of unfolded replica spectra { n⃗TOY,j
true }j=1,..,Ntoy , the

histograms representing pull distributions are derived as follows

π⃗ =
Ntoy

∑
j=1

n⃗TOY, j
true − n⃗0

UNFLD

σ0
UNFLD

where each entry i of the vector π⃗ corresponds to pull distribution for the
primary energy interval ∆Ei and n⃗0

UNFLD, σ0
UNFLD are the unfolded histogram

n⃗MC
true and the related errors (computed analytically or provided by the un-

folding routine) from the MC sample without fluctuations, respectively.
The stability of the unfolding procedure is ensured if each πi histogram

is Gaussian-shaped with mean and RMS approximately equal to 0 and 1, re-
spectively. The average value centred at zero, means that the bias induced by
unfolding is negligible, whereas the unitary width guarantees the reliability
of the variance’s estimation.
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FIGURE 4.29: Schematic of the pull test for unfolding algorithm
validation.

The pull distributions for the Bayesian unfolding with 2 iterations and for
the SVD approach are shown in Figs. 4.30 and 4.31 where the energy range
is from 15 GeV to 1 PeV, with 5 bins per decade. Results are stable over the
entire range beside a little systematic bias that is present above 100 TeV for
the SVD approach. Thus, the Bayesian unfolding with 2 iterations has been
used in this analysis as the one published in Ref. [8].
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4.7.3 CHD contribution

As already pointed out, the charge identification for the helium analysis es-
sentially rely on the IMC detector as energy increases, while the contribution
from CHD sub-system gradually diminishes. Specifically, the degradation of
CHD charge resolution results from the growing number of secondaries that
are back-scattered23 as the energy deposited increases.

The feasibility of measuring a flux using only the IMC sub-detector for
charge tagging has been therefore investigated. The result obtained in accep-
tance A1 is shown in Fig 4.32, where one can appreciate that the agreement is
very good over the entire energy range. The slight deviation in the last bins
is imputable to the very limited statistics.
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FIGURE 4.32: Contribution of the CHD sub-detector for per-
forming charge identification in A1 acceptance. In black the ref-
erence flux, while in blue the flux achieved using only the IMC
sub-detector for helium charge identification with the same

energy-dependent selection.

This has led to the study of more challenging geometrical configurations
in which events enter laterally, i.e. essentially without crossing the CHD de-
tector. Specifically, such events are required both to cross most of the IMC
layers, but also to take a sufficiently long path through the calorimeter. The
former is critical to reliably constructing the charge estimator, the latter to
not deteriorate the energy resolution. Hence, enlarging the fiducial accep-
tance aims to improve the accuracy of the flux measurement, with special
emphasis on the high energy region, where statistics is the main limiting fac-
tor. The next chapter is devoted to a detailed explanation of the extensions in
acceptance that have been investigated.

23They are also referred to as albedo particles.



105

Chapter 5

Helium flux measurements in
extended acceptances

The main source of uncertainty in the measurement of helium flux at high
energies arises from the very limited statistics. Extending the geometrical ac-
ceptance beyond A1, it is a possible way to partially overcome this problem.
This chapter describes a newly developed analysis based on a broader ge-
ometric acceptance than A1. For this measurement only the IMC is used for
charge identification (see section 4.7.3), and BDT-based selections are applied
to keep the background under control.

5.1 Analysis strategy

The main objective of this analysis is to include events that pass through the
detector at a greater tilt angle with respect to the ones from A1 acceptance.
Namely, events that belong to the Ki geometric acceptance categories. This
will improve the statistical accuracy of the helium flux measurement with
CALET data. Specifically, when the the largest acceptance K5 is considered,
the expected statistical gain is about a factor of two. Table 5.1 details the
geometric factors and the expected statistical gains for Ki acceptances.

TABLE 5.1: Geometric factors for Ki extended acceptances with
the related statistical gain normalized to A1 fiducial acceptance.

Acceptance Category Geometric Factor [cm2 sr] Statistical Gain

A1 510 1
K0 = A1 + D0 590.6 1.16
K1 = K0 + C1+D1 688 1.35
K2 = K1 + C2+D2 750.7 1.47
K3 = K2 + C3+D3 819.6 1.6
K4 = K3 + C4+D4 898.1 1.76
K5 = K4 + C5+D5 985.3 1.93

The reliability of charge identification and the rejection of the additional
off-acceptance background are the main challenges that arise when relaxing
the geometrical requirements for helium event selection. In particular, an
increase in proton contamination, especially at low energies, is foreseen for
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events crossing only the IMC sub-system when the same selections described
in the previous chapter are used. In addition, a further increase in the off-
acceptance contamination is expected due to the partial degradation of the
tracking algorithm performance for very tilted events.

The strategy to obtain preliminary measurements of helium flux in the K1
and K3 extended acceptances is discussed in the following sections. These
allow a statistical gain of up to 60 percent in the high-energy region. Fur-
ther extensions to K4 and K5 acceptances are beyond the scope of this Thesis
because they require additional studies due to the limited number of IMC
layers that are crossed.

In summary, after a pre-selection, identical to the one described in Chap-
ter 3, a dedicated BDT-based selection is applied. This selection is specific
for off-acceptance background rejection and it is defined for the A1+D0, C1+D1,
C2+D2, and C3+D3 acceptances separately1. For each of these categories, the
distributions of both the features and the classifiers are studied with the sim-
ulated and real data, in the same way as described for the A1 analysis. Sub-
sequently, energy-dependent charge selection is performed for each one of
the acceptance categories listed above, using only the IMC charge estima-
tor. Next, the extended acceptances K1 and K3 are considered, and both the
energy response and background components are evaluated for these config-
urations. After background subtraction, the unfolding procedure is applied
and its stability is tested using the bootstrap method. Then the efficiencies of
the different selections are calculated and, the fluxes are evaluated with their
statistical uncertainties.

5.2 BDT-based off-acceptance selections

After the pre-selection step and by additionally requiring the existence of
IMC charge (i.e. greater than zero), the distributions of the same features
used in A1 analysis (see section 4.1) have been examined for the construc-
tion of BDT classifiers, with the aim of improving the performance of the
off-acceptance background rejection. As anticipated in the introduction of the
Chapter 4, this ML technique allows the definition of customized selections
based on the topology of the reconstructed event.

5.2.1 Feature validation

The first step is to check the agreement of the topological variables for the
real and simulated data. In Figs. 5.1 and 5.2 are depicted the distributions
for the ΘX

TK variable (similar results are achieved for the ΘY
TK variable). The

data-MC agreement is good over the entire energy range and the signal-to-
noise separation power is similar to that of A1 for all extended acceptances

1Since for geometric acceptances Ci, Di, and D0 the statistics of the FD is limited, differ-
ent categories where combined together. The configurations A1+D0 and Ci+Di were chosen
because the event topologies are similar and the IMC charge distributions are fairly compat-
ible.
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considered. Next, variables related to the deposited energy profile have been
investigated. As an example, some of them are shown in the Figs. 5.3, 5.4, 5.5
and 5.6, representing the fractional energy deposit in the X1 and Y6 layers of
the TASC detector. The agreement between the FD and MC data is good
over the entire energy range, at least up to where the statistics is sufficient
for comparison.

This validation is particularly important and provides a first check of the
energy response of the detector for events occurring at a larger tilt angle.
The signal-to-background separation power turns out to be similar for A1+D0
and C1+D1, while slightly lower for C2+D2 and C3+D3. After this validation
procedure, the same 13 features used in the analysis of A1 have been applied
to define BDT-based selections in the extended acceptances.

FIGURE 5.1: (Left) Signal-to-background separation and (right)
comparison of FD and MC distributions for ΘX

TK variable in
A1+D0 (top half) and C1+D1 (bottom half) acceptances. The MC
data are from EPICS simulations. The TASC deposited energy

bins ranges from 7.5 GeV up to 300 TeV.
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FIGURE 5.2: (Left) Signal-to-background separation and (right)
comparison of FD and MC distributions for ΘX

TK variable in
C2+D2 (top half) and C3+D3 (bottom half) acceptances. The MC
data are from EPICS simulations. The TASC deposited energy

bins ranges from 7.5 GeV up to 300 TeV.
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FIGURE 5.3: (Left) Signal-to-background separation and (right)
comparison of FD and MC distributions for the fraction of en-
ergy deposited in the first layer (X1) in A1+D0 (top half) and
C1+D1 (bottom half) acceptances. The MC data are from EPICS
simulations. The TASC deposited energy bins ranges from 7.5

GeV up to 300 TeV.
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FIGURE 5.4: (Left) Signal-to-background separation and (right)
comparison of FD and MC distributions for the fraction of en-
ergy deposited in the first layer (X1) in C2+D2 (top half) and
C3+D3 (bottom half) acceptances. The MC data are from EPICS
simulations. The TASC deposited energy bins ranges from 7.5

GeV up to 300 TeV.
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FIGURE 5.5: (Left) Signal-to-background separation and (right)
comparison of FD and MC distributions for the fraction of en-
ergy deposited in the last layer (Y6) in A1+D0 (top half) and
C1+D1 (bottom half) acceptances. The MC data are from EPICS
simulations. The TASC deposited energy bins ranges from 7.5

GeV up to 300 TeV.
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FIGURE 5.6: (Left) Signal-to-background separation and (right)
comparison of FD and MC distributions for the fraction of en-
ergy deposited in the last layer (Y6) in C2+D2 (top half) and
C3+D3 (bottom half) acceptances. The MC data are from EPICS
simulations. The TASC deposited energy bins ranges from 7.5

GeV up to 300 TeV.
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5.2.2 Classifier distributions

The BDT classifier distributions have been evaluated dividing the deposited
energy range into the same six intervals reported in the subsection 4.1.3. The
results of the over-training test for geometric acceptances A1+D0, C1+D1, C2+D2
and C3+D3 in the energy intervals 30-120 GeV and 6.5-20 TeV, are shown in the
top and bottom panel of Fig. 5.7, respectively. The distributions exhibit good
agreement for each acceptance category considered. Similar performance is
achieved in the other energy intervals.

In Fig. 5.8, the BDT classifiers from FD have been compared with the re-
sponse derived from simulations, in the same energy intervals. They show
a fairly good agreement for all the acceptance considered. Similar results
are also obtained for other energy bins. Finally, table 5.2 summarizes the
BDT working points for the geometric acceptances A1+D0, C1+D1, C2+D2 and
C3+D3, that have been evaluated numerically by taking the maximum of the
significance figure of merit.

BDT working point A1+D0 C1+D1 C2+D2 C3+D3
Deposited Energy Range

10− 30 GeV -0.004 -0.022 -0.013 -0.001
30− 120 GeV -0.023 -0.012 0.008 -0.012
120− 300 GeV -0.015 0.020 -0.012 0.015
0.3− 6.5 TeV -0.028 -0.012 -0.016 -0.029
6.5− 20 TeV -0.026 0.003 0.011 -0.008
> 20 TeV -0.009 -0.008 -0.051 0.062

TABLE 5.2: BDT working points for the geometric acceptances
A1+D0, C1+D1, C2+D2 and C3+D3, evaluated by taking the maxi-

mum of the significance figure of merit.
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FIGURE 5.7: BDT model performance for the geometric accep-
tances A1+D0, C1+D1, C2+D2 and C3+D3 in the energy intervals
30-120 GeV (top half) and 6.5-20 TeV (bottom half). The BDT
classifier distributions of the test samples are represented by
histograms filled in blue (signal) and red (background) respec-
tively. The same distributions from the training samples are

superimposed with markers of the same colors.
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FIGURE 5.8: BDT distributions of in-flight and simulated data
for geometric acceptances A1+D0, C1+D1, C2+D2 and C3+D3 in the
energy intervals 30-120 GeV (top half) and 6.5-20 TeV (bottom
half). The individual contributions due to signal (blue), back-
ground (red), and off-acceptance (grey open square) events of
type 0 are shown. The red dashed line is placed at 0, which is
approximately the selected threshold set to distinguish the sig-

nal from the background.



116 Chapter 5. Helium flux measurements in extended acceptances

5.3 Charge Identification

Charge identification for the combined acceptances has been performed us-
ing a procedure similar to that described in the 4.2 section for the IMC-based
estimator in A1 acceptance. Specifically, the helium and proton peaks of the
IMC charge, have been fitted with a LanGaus function from which both the
peak positions and widths of the distributions were extracted, and conse-
quently the σL and σR. Fig. 5.9 shows the charge distributions for the de-
posited energy range 1.4-2.8 TeV. It is worth noting that such distributions
broaden as the slope of the tracks increases2. This is also demonstrated in

FIGURE 5.9: Charge distributions for geometric acceptances
A1+D0, C1+D1, C2+D2 and C3+D3 in the energy interval 1.4 TeV <
ETASC

dep < 2.8 TeV. The distributions from MC proton and he-
lium samples are superimposed to FD. The dashed vertical lines
represent respectively, from left to right, the lower bound of the

charge selection at 3σL, the σL and σR from the Langaus fit.

Fig. 5.10, which shows the fits of σL for FD as a function of deposited en-
ergy for different combinations of acceptances. In particular, similar widths
are observed for A1+D0 and C1+D1. This is expected since they cross the same
number of IMC layers. Conversely, the widths become progressively broader

2The average track tilt angle is related to the acceptance category.
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for more inclined tracks, i.e. for Ci+Di , with i greater than one. Therefore, for
C2+D2 and C3+D3 it was decided to select helium events by fixing the number
of left sigmas nL to 2 in the equation 4.1 over the entire energy range. This
approach guarantees an high, and almost flat charge selection efficiency on
the whole energy range for the acceptances K1 and K3, as can be seen from
Fig. 5.11, while limiting the proton background. In addition, Fig. 5.10 shows
that charge distributions gets broader for acceptance combinations C4+D4 and
C5+D5. This further motivates the need to conduct more in-depth investiga-
tions before incorporating these extended acceptances into the measurement
of helium flux.

FIGURE 5.10: Fitted σL from FD distributions as function
of TASC deposited energy for geometric acceptances A1+D0,

C1+D1, C2+D2 , C3+D3 , C4+D4 and C5+D5.

5.4 Efficiencies

The evaluation of efficiencies for K1 and K3 acceptances has been performed
separately after all selection criteria for candidate helium events had been de-
fined. The results are shown in Fig. 5.11 where it can be seen that the efficien-
cies of the charge selection are very good and almost constant, on the whole
energy range. Only a slight increase can be found in the low energy region
(≲ 5%). In comparison with the results of A1 analysis, shown in Fig. 4.23, a
lower efficiency of acceptance reconstruction and KF tracking is noted in the
region of higher energies. This is motivated by the increasing difficulty of
reconstructing more inclined tracks, due to the reduced number of hits in the
IMC, and a more biased shower axis reconstruction in the TASC.

The comparison of the effective acceptances for A1, K1 and K3 geometrical
conditions, with the previously described analysis using only IMC detector
for charge identification, is shown in the top panel of Fig. 5.12. On the other
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FIGURE 5.11: Relative efficiencies for extended acceptances K1
and K3. The efficiency for each selection step is defined as the
ratio of the number of events passing the current cut to the

number of events surviving the previous selection.

hand, the statistical gain is computed as dN
dE after the unfolding, normalized

to the one obtained from A1 acceptance. This is about 40% and 60% for K1 and
K3 configurations, respectively, and roughly constant over the entire energy
range, as shown in the bottom panel of Fig. 5.12. Only the highest energy
bins show some discrepancies mainly due to statistical fluctuations.

5.5 Background subtraction and unfolding

Before proceeding with the estimation and subsequent subtraction of the
background components for the extended acceptances K1 and K3, response
matrices were evaluated using the EPICS-based simulations, as shown in
Fig. 5.13, and the stability of the unfolding procedure was verified using the
“pull test"(already described extensively in the section 4.7.2).

The results, achieved via the Bayesian iterative unfolding (with two iter-
ations), are shown in Fig. 5.14 for the K1 and K3 configurations, respectively.
The pull distributions are obtained with Ntoy = 5× 103 simulations for a set
of energy bins ranging from 15 GeV to 1 PeV, and are well fitted by a Gaus-
sian with zero mean and unitary width. Thus, the stability is verified over
the entire energy range, i.e. up to ∼ 600 TeV energy, for both cases.

Afterwards, the deposited energy spectrum of the FD is considered. The
background components are estimated and subtracted using the same proce-
dure described in section 4.3. Both the spectra in deposited energy obtained
after background subtraction and the corresponding components for the K1
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FIGURE 5.12: (Top) Effective acceptances for configurations A1,
K1 and K3, using only IMC for charge identification. (Bottom)
The statistical gain for K1 and K3 extended acceptances, with

respect to A1 configuration.

FIGURE 5.13: Response matrix, normalized by column and ob-
tained with EPICS-based MC simulations for K1 (left panel) and

K3 (right panel) extended acceptances.

and K3 configurations, are shown in Fig. 5.15, where the background com-
ponents from proton contamination, off-acceptance helium and protons are
represented respectively by the blue, green and orange markers.

The unfolding procedure is then applied to infer the spectrum in terms
of primary particle energy as shown in Fig. 5.16. The statistical uncertainties
are evaluated using the bootstrap method described in subsection 4.4.2. The
results are shown in Fig. 5.17 and they turn out to be stable up to about ∼
600 TeV energy, where enough statistics is available, for both the extended
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FIGURE 5.14: Comprehensive results of the pull test with EPICS
simulated data, for K1 (top) and K3 (bottom) extended accep-
tances. Bias, RMS and χ2/NDF are extracted from the Gaussian

fit of pull distribution for each energy bin of the spectrum.

FIGURE 5.15: Deposited energy spectrum of helium candidate
events in K1 (left panel) and K3 (right panel) acceptances, ob-
tained with 87 months of CALET data, after the background

subtraction.

acceptances.
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FIGURE 5.16: Preliminary energy spectra before and after the
application of the iterative bayesian unfolding with 2 iterations.

(Left panel) K1 and (right panel) K3 acceptances.

FIGURE 5.17: Comprehensive results from bootstrap of FD un-
folded spectrum, obtained with Ntrial = 5 × 103 trials, for K1
(top) and K3 (bottom) Bias, RMS and χ2/NDF are extracted
from the Gaussian fit of pull distribution for each energy bin

of the spectrum.
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5.6 Preliminary fluxes

The preliminary helium fluxes for the extended acceptances K1 and K3 are
presented in this section. They have been calculated according to the for-
mula 4.5 and the statistical uncertainties are derived by standard error prop-
agation, the reliability of which has been tested as explained in the last sec-
tion of the previous paragraph. The results are shown in the top and bottom
panels of Fig. 5.18 for K1 and K3 configurations, respectively. Only statistical
uncertainties are reported and they are compatible, within the errors, with
the helium flux published in the PRL journal [8] by the CALET collaboration
in 2023, over the entire energy range.
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FIGURE 5.18: Helium flux multiplied by E2.6 for K1 (top) and
K3 (bottom) extended acceptances. Vertical bars represent only

statistical uncertainties.
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FIGURE 5.19: Comparison of the preliminary helium fluxes ob-
tained with BDT-based analyses in A1, K1 and K3 acceptances.

A comparison of the preliminary helium fluxes obtained with BDT-based
selections in A1, K1 and K3 acceptances, is shown in Fig. 5.19. The results are
consistent in the whole energy range within the errors. The relative statis-
tical error improves with the widening of the fiducial acceptance as shown
in Fig. 5.20. Specifically, an improvement can be seen in the last high-energy
bins, where the K1 and K3 acceptances allow the extension of the measurable
energy range up to ∼ 600 TeV, albeit with rather large statistical errors.

Finally, figure 5.21 shows the helium flux in K3 acceptance compared with
the results from several other experiments3, viz. CALET [8], DAMPE [29],
AMS-02 [23], PAMELA [18] and NUCLEON-KLEM [83]. The result is com-
patible within the errors, with those of the AMS-02 and PAMELA magnetic
spectrometers below ∼ 1 TeV of kinetic energy. It is also fairly consistent,
within errors, with both the DAMPE and the NUCLEON-KLEM helium fluxes
above this energy, up to hundreds of TeV.

3The data are extracted from two different Cosmic Rays Databases [66, 103].
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FIGURE 5.20: Relative statistical errors of the helium flux mea-
surements in A1, K1 and K3 acceptances, obtained with BDT-
based analyses. Only the energy region where the relative error

is greater than 1% is shown.

210 310 410 510
Energy [GeV]

0

1000

2000

3000

4000

5000

6000

7000

8000] 
1.

6
 G

eV
-1

 s
-1

 s
r

-2
 [

m
2.

6
 E×

 F
(E

) 

K3 (BDT) AMS 02 - (2011/05-2013/11)
PAMELA (2006/07-2008/12) DAMPE-PRL (2021)
NUCLEON-KLEM (2015/07-2017/06) CALET-PRL (2023)

PRELIMINARY

FIGURE 5.21: Preliminary helium flux (multiplied by E2.6) in
K3 (filled blue dots) extended acceptance using 87 months of
CALET data, where vertical bars represent only statistical un-
certainties. The results from other experiments, viz. CALET-
PRL [8], DAMPE [29], AMS-02 [23], PAMELA [18] and NU-

CLEON [83], are shown for comparison.
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Chapter 6

Systematics Uncertainties

The estimate of an overall systematic error for the measurements of helium
flux, is crucial to understand the reliability of the analyses described in Chap-
ters 4 and 5. The systematic uncertainty is not negligible in this kind of mea-
surements, and it has a significant impact on the total error. This is espe-
cially critical at low energies where it is the dominant component [8][50], but
also at the highest attainable energies where it becomes of the same order-
of-magnitude as the statistical error. In this chapter a detailed analysis of the
systematic errors is provided both for the flux measurement in the fiducial
acceptance A1 and in the extended acceptances K1 and K3. Finally, the flux
measurements with their total uncertainties are then presented in compari-
son with other experiments.

6.1 Overview

In the assessment of total systematic error, two types of contributions can
be distinguished: energy-dependent and energy-independent. The energy-
dependent systematic arises from the adopted pre-selection and selection
cuts, as well as from the correction and calibration applied to MC simula-
tion. The different contributions that have been studied are summarized as
follows:

• The thresholds set for the off-line high-energy trigger (HET) validation.

• The track quality criteria.

• The definition of the geometric requirements.

• The effect of the shower energy corrections.

• The assumed re-weighting factors in the MC simulated data.

• The BDT-based selections for background rejection.

• The charge selection.

• The unfolding algorithm.

All of theses contributions have been evaluated based on EPICS simula-
tions. Their assessment with other MC generators, such as GEANT or FLUKA ,
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will be the subject of future studies and they are thus not covered in this The-
sis. In contrast, the energy-independent systematics are assumed to be fixed
at 4.1% over the entire energy range as reported in Ref. [8]. In particular,
this value represents the addition in quadrature of the following three com-
ponents1: long-term stability(1.4%), live-time(3.4%) evaluation and radiation
environment (1.8%).

6.2 Pre-selection

Off-line HET validation

The systematics related to the chosen value of the off-line high-energy trigger
are evaluated by increasing the threshold of the first TASC layer (X1) up to
150 MIP. The relative differences between the flux achieved in this way and
the reference one threshold set to 100 MIP, is taken as systematics error. The
comprehensive results are shown in Fig. 6.1 for (top) A1, (middle) K1 and
(bottom) K3 acceptances. The related systematics are less than about 4% over
the entire energy range for A1, and it is slightly higher for K1 and K3, below
100 GeV.

Track Quality Criteria

The systematics related to the tracking algorithm are assessed by relaxing the
track quality criteria required. Specifically, the FitFlags are allowed to as-
sume one among the following values 3, 6, 9, 12 that depend on how the track
is reconstructed in X and Y views. A more detailed explanation can be found
in Section 3.3.2 and summarized in Table 3.4. The comprehensive results are
shown in Fig. 6.2 for (top) A1, (middle) K1 and (bottom) K3 acceptances. The
uncertainties are within ∼ ±1% except in the energy interval 400-630 TeV,
where the slightly higher values are mainly due to statistical fluctuations.

Geometric requirements

The systematics related to the definition of the geometric requirements are
evaluated by shrinking and widening the acceptance conditions with respect
to the reference configuration. For fiducial acceptance A1, the geometric con-
ditions are shrunk to A and widened to A1+D0. For extended acceptance K1,
the geometric conditions are shrunk to A1+D0 and widened to K2, while for
the flux in K3 acceptance the geometric condition is varied between K2 and
K4. The comprehensive results are shown in Fig. 6.3 for (top) A1, (middle) K1
and (bottom) K3 acceptances.

1The strategy adopted for their evaluation is reported in Ref. [14].
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FIGURE 6.1: Systematics related to the off-line high-energy trig-
ger (HET) for the preliminary helium flux in A1 (top), K1 (mid-

dle) and in K3 (bottom) acceptances.
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FIGURE 6.2: Systematics related to the tracking algorithm. The
relative flux error is achieved by relaxing the track quality cri-
teria with respect to the reference preliminary helium flux in A1

(top), K1 (middle) and in K3 (bottom) acceptances.
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FIGURE 6.3: Systematics related to the required geometric con-
ditions for the preliminary helium flux in A1 (top), K1 (middle)

and in K3 (bottom) acceptances.
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6.3 MC modelling

6.3.1 Shower Energy Correction

One of the major contributions to the total systematic error is due to the en-
ergy scale correction described in paragraph 3.2.3. The systematics of this
procedure has been evaluated by changing the proton and helium shower
energy correction factors (obtained from test-beam results) using different
energy-dependent functions, referred to as models. Specifically, the models
considered are shown in Fig. 6.4 and summarized as follows.

• Constant derived by zero order polynomial fit of the correction factors.

• Linear obtained by first order polynomial fit of the correction factors.

• Log-linear derived by first order logarithmic polynomial fit of the cor-
rection factors.

• Default each pair of correction factors are interpolated with a first or-
der logarithmic polynomial as in Refs. [8, 9, 19], and described in para-
graph 3.2.3.

The comprehensive results are shown in Fig. 6.5 for (top) A1, (middle) K1
and (bottom) K3 acceptances. The uncertainties are within about ±5%.
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FIGURE 6.4: Test beam energy corrections for proton and he-
lium MC samples with the related models.
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FIGURE 6.5: Systematics related to the shower energy correc-
tions for the preliminary helium flux in A1 (top), K1 (middle)

and in K3 (bottom) acceptances.
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6.3.2 Re-weighting of MC samples

The assumed spectral shape and abundance of the MC simulated proton and
helium samples, can also affect the flux measurement, since simulated data
are used to estimate the background components, the response matrix, and
the selection efficiencies. Regarding the proton-to-helium abundance ratio,
the contribution is negligible because the strategy used for the background
subtraction, explained in section 4.3, provides the relative abundances di-
rectly from the FD. A proof can be appreciated in Fig. 6.6, where the sys-
tematics from this contribution have been assessed by artificially varying of
±50% the helium abundance factor2.
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FIGURE 6.6: Monitoring the effects of the assumed abundance
ratio of proton and helium MC samples in the flux evaluation

for A1 acceptance.

Conversely, the re-weighting functions for proton and helium MC sam-
ples could be a potentially large source of systematic uncertainty. In this
case, the method developed to evaluate this contribution is based on vary-
ing the re-weighting functions. The alternative functions are power-law E−γ

where the γ index is scanned from 2.5 to 2.8, with a step-size of 0.1, for pro-
ton and helium events in an independent manner. The comprehensive results
are shown in Fig. 6.7 for (top) A1, (middle) K1 and (bottom) K3 acceptances,
compared with the reference flux obtained with the standard re-weighting
functions, described in paragraph 3.1. The uncertainties are below about 5%
in the whole energy range, except for the last bins of K1 and K3 acceptances
where relative values are driven by proton re-weighting function with γ in-
dex equal to 2.8, , and are probably due to the limited statistics of the MC
samples for acceptance Ci+Di. Nevertheless, these errors are still smaller than
the related statistical uncertainties.

2Similar results are obtained for K1 and K3 acceptances.
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FIGURE 6.7: Systematics related to the re-weighting procedure
for events that belong to proton and helium MC samples, for
the analysis related to A1 (top), K1(middle) and K3(bottom) ac-

ceptances.
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6.4 BDT selection

Following the validation of the hyper-parameters for the BDT model and the
reliability of the resulting classifiers, a source of systematic error is related
to the definition of BDT working points. This contribution has been evalu-
ated by varying all the BDT working points of ±0.1 with respect to the their
reference values, based on the optimization of significance estimator. The
fluxes are then computed for each of the two configurations and the relative
differences with respect to reference flux is considered as systematics error.
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FIGURE 6.8: Systematics related to the BDT-based off-acceptance
selections, for the preliminary helium flux in A1 acceptance. The
relative flux error is achieved by varying all the BDT working

points of ±0.1 with respect to the standard values.

The results are shown in Fig. 6.8 for A1, and in Fig. 6.9 for (top) K1 and (bot-
tom) K3 acceptances. The uncertainties are within few percent above about
150 GeV, whereas larger fluctuations (of the order of ±10%) can be seen be-
low 100 GeV of kinetic energy. These are likely due to the degradation of the
performance of track reconstruction algorithms, especially the one based on
the method of moments which exploits only the information provided by the
TASC detector.
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FIGURE 6.9: Systematics related to the BDT-based off-acceptance
selections, for the preliminary helium fluxes in K1 (top) and K3

(bottom) acceptances.
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6.5 Charge selection

Charge selection is a key cut for this analysis, and a potential source of large
systematics. The error related to the charge identification is evaluated by
varying the selection in three independent manners for A1 acceptance. On
the one hand, the lower limit of the CHD-based charge estimator is scanned
from 1.5 to 1.8 with a step size of 0.1e. On the other hand, for the IMC-based
estimator, the number of σL (nL) is scanned from 2 to 4, while the number of
σR (nR) undergo a variation from 4 to 6. The results are shown in Fig. 6.10
and the uncertainties are within about ±5% over almost all the entire energy
range.
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FIGURE 6.10: Systematics related to the charge selection for the
helium flux in A1 acceptances.

Regarding the analysis in K1 and K3 acceptances, the charge systemat-
ics are computed varying only the number of σL and σR for the IMC-based
charge estimator, since the CHD detector is not used.

At higher energies the systematics increases progressively because of the
limited statistics and the gradual broadening of the charge distributions for
acceptances Ci+Di (as discussed in the section 5.3) which makes this selection
more challenging. Nevertheless, it remains well below ±20%.
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FIGURE 6.11: Systematics related to the charge selection for the
helium flux in K1 (top) and in K3 (bottom) acceptances.
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6.6 Unfolding

The strategy adopted to assess the systematics related to the unfolding pro-
cedure follows the treatment of subsection 4.4.2. The deposited energy spec-
trum n⃗FD

dep is unfolded with the SVD approach (where the regularization pa-
rameter has been internally optimized by the RooUnfold routine) and with
the iterative Bayesian approach, where the number of iterations is increased
to 3 and 4. The results are shown in Fig. 6.12 for A1acceptance. The uncer-
tainties are within ≲ ±5% over almost the entire energy range. The high
uncertainties in the last bins are driven by statistical fluctuations due to the
small number of events.
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FIGURE 6.12: Systematics related to the unfolding procedure
for reconstructing the primary energy spectrum of the selected

helium nuclei in A1 acceptance.

Regarding the analyses in K1 and K3 acceptances, it is worth pointing out
that the uncertainties are lower in the highest energy bins, because of the
larger number of events collected as a result of the extension of the fiducial
acceptance.
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FIGURE 6.13: Systematics related to the unfolding procedure
for preliminary helium flux in K1 and K3 acceptances.
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6.7 Total Systematics and Fluxes

The total systematic uncertainties are calculated by adding in quadrature all
the energy-dependent components described in the previous sections. The
energy-independent contribution is also included in the sum. The result for
all contributions as function of the primary energy, is shown in Fig. 6.14 for
A1, and in Fig. 6.15 for K1 and K3 acceptances.
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FIGURE 6.14: Breakdown of systematic uncertainty for A1 ac-
ceptance. The colored filled areas represent the total uncer-
tainty, whereas the individual contribution are encoded by dif-

ferent markers and lines as in legenda.

In each analysis, below 100 GeV, the main contribution comes from the
definition of BDT working point. Between 100 GeV and 100 TeV, the total
systematic error is within about ±10%, where the main source is the sys-
tematics associated with the shower energy correction in MC data. In the
high-energy region (≳ 100 TeV) the systematics of the individual contribu-
tion are generally higher than in the other energy ranges. However, in most
cases, they are also raised by the small number of events, and thus, a fit of
the bin-by-bin estimate of uncertainty is likely to improve the overall accu-
racy. Nevertheless, since this work is still preliminary a more conservative
approach has been preferred.

A comparison of the systematic errors is shown in Fig. 6.16 for the A1, K1
and K3 acceptances. In particular, it can be seen that below 100 TeV, these con-
tributions are almost identical , while at higher energies the lowest systematic
error is provided by the analysis in K1 acceptances, followed by those in K3
and A1 acceptances. Nevertheless, it is worth noting that the largest errors
in the last bins for the A1 configuration, are determined by the very limited
statistics available in the analysis of this Thesis work.
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FIGURE 6.15: Breakdown of systematic uncertainty for K1 (top)
and K3 (bottom) acceptances. The colored filled areas represent
the total uncertainty, whereas the individual contribution are

encoded by different markers and lines as in the legenda.

The total relative error, given by the addition in quadrature of the statisti-
cal and systematic uncertainties, remains slightly better for K1 than for K3 as
shown in Fig. 6.17
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The preliminary fluxes, together with their statistical (vertical bars), sys-
tematics (red band) and total (blue band) errors and compared with the CALET-
PRL [8] flux, are shown in Fig. 6.18 for A1 , and in Fig. 6.19 K1 and K3 accep-
tances.

In conclusion, the K1 acceptance is currently the best in terms of total er-
ror and, thus the candidate configuration to extend the helium flux measure-
ment beyond 250 TeV. Nevertheless, the K3 acceptance seems also promising
for this extension, since it has better statistical accuracy and from this prelim-
inary assessment it has only slightly worse systematic error.

Figure 6.20 shows again the preliminary helium flux in K1 acceptance with
the results obtained from other experiments, viz. DAMPE [29], AMS-02 [23],
PAMELA [18] and NUCLEON [83]. This flux is compatible, within the errors,
with the results of the other experiments over the entire energy range.
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FIGURE 6.18: Preliminary helium fluxes in A1 acceptance, to-
gether with the statistical (vertical bars), systematics (red band)
and total (blue band) uncertainties. The flux from CALET-

PRL [8] is shown for comparison.
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FIGURE 6.19: Preliminary helium fluxes together with the sta-
tistical (vertical bars), systematics (red band) and total (blue
band) uncertainties for (top) K1 and (bottom) K3 acceptances.

The flux from CALET-PRL [8] is also shown for comparison.
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FIGURE 6.20: Preliminary helium flux in K1 acceptance us-
ing 87 months of CALET data. The statistical (vertical bars),
systematics (red band) and total (blue band) errors are rep-
resented. The results from other experiments, viz. CALET-
PRL [8], DAMPE [29], AMS-02 [23], PAMELA [18] and NU-

CLEON [83], are shown for comparison.
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Summary and Conclusions

In this Thesis, two separate analyses have been presented for the measure-
ment of the helium flux. The first is carried out in fiducial acceptance A1,
while the second is performed in two different enlarged acceptances K1 and
K3. These extensions aim to improve the statistical precision of the helium
flux measurement at the highest energies achievable by the CALET instru-
ment, while maintaining the systematics under control. Both are in agree-
ment with the analysis published in 2023 by the CALET collaboration [8].

After a brief introduction to the Cosmic-Ray physics and the CALET in-
strument, in Chapter 3 the event reconstruction and the first step of the anal-
ysis are described.

In Chapter 4, the main new feature of this work is introduced, i.e. a mul-
tivariate analysis based on Boosted Decision Trees (BDT) to enhance the ac-
curacy of the event selection by substantially reducing the background com-
ponent from the off-acceptance events. The BDT selection has been imple-
mented using 13 features as input. These can be grouped into two categories:
the energy deposition profile and the variables related to the event topology.
The former is constituted by the fractional energy deposits on various TASC
layer, whereas the others are based on the difference between the track re-
constructed with a combinatorial Kalman filter and with the method of mo-
ments. It is worth mentioning that this feature selection is the result of an
extensive test campaign where variables have been characterized for their
power to separate the signal from the background, and the data-MC consis-
tency over the entire energy range. Subsequently, the BDT classifiers have
been constructed for different energy intervals and several figures of merit
have been studied in order to find the optimal definition of the BDT working
points. The reliability of the BDT model has been validated by checking the
distributions of BDT classifiers both for FD and MC data. Overall, the perfor-
mances of the BDT selection are found to be fairly stable and consistent with
the published analysis in the whole energy range, with an improvement in
the high-energy region.

Taking advantage of this accurate event selection, a highly efficient charge
identification is then performed as a function of the deposited energy. This
provides nearly constant and very high (about 80%) selection efficiency over
the entire energy range, while limiting the background component of protons
up to the highest energies.

Another relevant step of the analysis is the unfolding procedure because
it permits to infer the primary energy of the incident particle from the frac-
tion of energy deposited in the calorimeter. For this reason, two different
approaches have been studied: the iterative Bayesian algorithm and the SVD
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method. In both cases, the stability of the unfolding procedure and its bias-
variance trade-off have been validated by the pull test described in the sub-
section 4.7.2 before unfolding the deposited energy spectrum derived from
the in-flight data. Moreover, the statistical uncertainty of this procedure has
been evaluated by using the bootstrap statistical method (see subsection 4.4.2),
that provides an additional check of its stability.

Finally, the flux measurement in acceptance A1, is presented taking into
account only the statistical error. It shows very good compatibility with the
results published in PRL [8] by the CALET collaboration. In particular, the
deviation of the helium flux from a single power law is confirmed and also
an improvement of the signal purity at energies above ∼ 10 TeV is achieved.
This results into a higher statistical accuracy of the measured flux in this im-
portant energy region.

Furthermore, it was observed that with increasing energy, the CHD con-
tribution to charge selection becomes progressively weaker, as described in
subsection 4.7.3. Therefore, the possibility of measuring the helium flux us-
ing only the IMC charge has been investigated. This has led to the main goal
of this Thesis, which is to extend the fiducial geometrical acceptance of the
helium flux measurement by including events with a larger incidence angle.
These events are required to cross both the majority of the IMC layers and a
sufficiently long path in the calorimeter to ensure a good energy reconstruc-
tion.

Chapter 5 is dedicated to the analysis in this enlarged acceptance. Two
separate extensions, one more conservative (K1) than the other (K3) are con-
sidered. For both of them, BDT classifiers and energy-dependent charge se-
lections have been custom developed as discussed in sections 5.2 and 5.3.
As in A1 acceptance, the behaviour of the various features has been charac-
terized and the stability of the unfolding procedure has been validated to
exclude any significant impact on the energy reconstruction (especially at
high-energies) due to the inclusion of events with more tilted tracks (see sec-
tion 5.5).

The preliminary fluxes in acceptance K1 and K3 are thus evaluated tak-
ing into account only the statistical uncertainties. The results are compatible,
within the errors, with the CALET flux in A1 acceptance as well as with the
fluxes obtained by the AMS-02 [23] and PAMELA [18] magnetic spectrom-
eters below ∼ 1 TeV and in fair agreement with the results published by
DAMPE [29] and by NUCLEON [83] above, up to hundreds of TeV. It is also
worth noting that the enlargement of the acceptance together with the new
BDT-based selections permits the extension of the measurable energy range
up to ∼ 600 TeV, albeit with a relatively large statistical error.

Finally, Chapter 6 is dedicated to the preliminary assessment of the sys-
tematic uncertainty for all the presented fluxes. This evaluation is partic-
ularly important for testing the reliability of the analyses developed in this
Thesis. Specifically, the single components of the systematic uncertainty have
been evaluated as a function of energy, using EPICS simulations. They turn
out to be of the same order-of-magnitude as those presented in the Refs. [8,
50] and compatible with each other for the different acceptances considered.
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However, the MC model-dependent contribution to systematics has not been
addressed in this work, and therefore its evaluation will be a priority for fu-
ture developments in the analysis.

In conclusion, this Thesis demonstrates that a ML approach for off-acceptance
background rejection can improve the helium flux measurement, especially
in the high-energy region. In addition, the extension of the geometrical ac-
ceptance has been shown to be feasible, with a statistical gain up to ∼ 60%
with respect to the current fiducial acceptance. This can provide a key con-
tribution to future CALET measurements of helium flux towards the PeV en-
ergy scale, paving the way for the potential discovery of unknown spectral
features.
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