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Abstract: We propose a Markov Decision Process Model that blends ideas from Psychological
research and Economics to study decision-making in individuals with self-control problems. We have
borrowed a dual-process of decision-making with self-awareness from Psychological research, and we
introduce present bias in inter-temporal preferences, a phenomenon widely explored in Economics.
We allow for both an exogenous and endogenous, state-dependent, present bias in inter-temporal
decision-making and explore, by means of numerical simulations, the consequences on well-being
emerging from the solution of the model. We show that, over time, self-awareness may mitigate
present bias and suboptimal choice behaviour.
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1. Introduction

Since Samuelson’s [1] discounted utility model, Economics has modelled impatience
in decision-making by assuming that agents discount future streams of utility exponentially
over time. Exponential discounting means that people have the same preferences now
over future behaviour as they will have when the future arrives. For example, if today we
prefer to start spending less and saving more tomorrow, tomorrow we will want to start
spending less and saving more immediately; if today we prefer to quit smoking tomorrow,
then tomorrow we will want to quit smoking immediately; if today we prefer to go on a
diet tomorrow, tomorrow we will want to go on a diet immediately; and if today we prefer
to start exercising tomorrow, tomorrow we will want to start exercising immediately.

Behavioural Economics has built on the work of [2] to explore the consequences of
relaxing the standard assumption of exponential discounting. Both [3] and [4] suggest
that some basic features of inter-temporal decision-making (namely that many individuals
value, e.g., consumption in the present more than any delayed consumption) may be
explained by a particular type of time inconsistency, a quasi-hyperbolic discounting which
formalizes the idea that today’s “self” is impatient while tomorrow’s “self” is much more
patient. This shape of time discounting was originally proposed by Phelps and Pollak
in 1968 [5], later employed by David Laibson [6,7], and further developed in the work of
O’Donoghue and Rabin [8-10]. In the formulation of quasi-hyperbolic discounting adopted
by [7], the taste for immediate gratification or present bias is captured by an extra discount
parameter g € (0, 1]. Accordingly, the consumption path planned at each time period for
future periods may never be realized, due to inter-temporal trade-off changes over time. If
people have a bias towards immediate gratification, when thinking about two generic future
dates they care roughly equally about well-being on those two dates, but when the first of
those two future dates becomes “today”, people care more about well-being on the first
date than about well-being the second date. So, they will save less, smoke more, eat more,
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and exercise less tomorrow than they plan today they will do tomorrow. In other words,
there is a conflict between what the individuals would like for themselves today and what
they would like for themselves tomorrow. The implications of such self-control problems
depend on the agents” awareness of their future preferences [8,11]. Extreme assumptions
about such awareness, e.g., full awareness and full unawareness, identify two types of
individuals usually considered in the Behavioural Economics literature [2,8,12]: naive and
sophisticated. Sophisticated persons are fully aware of what their future selves’ preferences
will be. Naive persons are instead fully unaware of what their future preferences will
be. They believe their future self’s preferences will be identical to their current selves,
not realizing that their tastes will have changed as they become closer to implementing
their decisions.

To analyse the equilibrium behaviour of individuals with different time preferences,
for example, equilibrium consumption behaviour, researchers in Economics [8,9,11] have
formally modelled a consumer as a sequence of temporal selves making choices in a
dynamic game. Hence, a T-period consumption problem translates into a T-period game,
with T players or selves indexed by their respective periods of consumption decision.
Individual behaviour is described by perception-perfect strategies, i.e., solution concepts
describing the individual’s optimal action in all periods given her current preferences and
her perception of future behaviour. The naive have present-biased preferences but believe
that they are time consistent (TC). Therefore, the decision process of the naive is identical
to that of TCs, and amounts to choosing an optimal future consumption path. Thus, both
naive and TC equilibrium behaviour can be solved as an optimization problem [9]. At all
times they maximize their expected utility given their current information

[e9)
Max Uy + B Y 0'Upi = Uy + PoUysq + BO*Upin + ... (1)
i=1

where § = ﬁ is the long-run discount factor, 7 is the discount rate, and the extra discount
parameter B € (0,1] is intended to capture the essence of quasi-hyperbolic discounting;
namely, that the discount factor between consecutive future periods, J, is larger than the
discount factor between the current period and the next one, pd. If B # 1 preferences in
Equation (1) are dynamically inconsistent, that is to say preferences at date t are inconsistent
with preferences at date ¢t + 1. If, instead, B = 1 the discount factor between consecutive
future periods, J, is the same as the discount factor between the current period and the next
one, 59, and individuals are time-consistent.

For sophisticates, perception-perfect strategies imply that they are playing a game against
their future selves. Their behaviour partly reflects “strategic” reactions to predicted be-
haviour by future selves that they cannot directly control, and partly reflects attempts to
induce better behaviour from their future selves.

In this strand of literature, the decision process of naive and TC individuals amounts
to just choosing an optimal future consumption path, but the equilibrium behaviour of
sophisticated individuals is the solution to a dynamic game in which the decision maker is
modelled as a sequence of temporal selves making choices.

The Economics literature summarized here assumes that present-biased individuals
are endowed with a given, exogenous, degree of present bias and with an exogenous
level of awareness about their self-control problems. References [10,13] make assumptions
on individuals” awareness of their future self-control problems. People could be fully
aware of their future self-control problems and correctly predict how they will behave
in the future; by indicating the perceived level of self-control with B, full sophisticates
will have B = B < 1. People could be fully unaware of their future self-control problems
and wrongly predict how they will behave in the future. Fully naive people will have
B < B = 1. Further, people could be partially naive, aware that they will have self-control
problems, but underestimate their magnitude: § < 8 < 1. Finally, people with standard
time-consistent preferences will have 8 = g = 1.
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In this strand of literature, the degree of individual present bias is exogenous and not
affected by one’s level of awareness. However, it is not unreasonable to assume that agents
have the power to affect their discount factor through various means, such as investing in
education [14], and/or to affect their present bias through self-awareness. In addition, this
literature defines self-awareness as the exogenously given difference between perceived
and actual present bias, leaving no scope for learning.

A recent paper in Psychological research proposed a Markov Decision Process Model
of Decision-Making which embeds awareness as a dynamic process, allowing the decision
maker (DM) to switch from habitual to optimal behaviour [15]. In this model, the level of
awareness impacts individual well-being at each time period, and agents discount future
streams of well-being exponentially over time.

The purpose of this paper is to offer a generalization of that model and allow for a
taste of immediate gratification, i.e., present bias, in inter-temporal decision-making. The
evolution of well-being obtained by solving the model using numerical simulations shows
that, for a given magnitude of the present-bias parameter, 3, a higher level of individual
awareness leads to higher well-being. Consider, as an example, present-biased DMs whose
retirement savings are too low. By increasing their awareness level, they might decide to
commit to a savings contract forcing them to save a given amount per month. Under the
setup of [15], the decision to subscribe a savings contract—a commitment device driven
by higher awareness—improves decisions and well-being. We then make  endogenous
by letting the present-bias parameter vary with the awareness level and show that even
individuals suffering from severe present bias may learn over time to partly overcome their
self-control problems.

This paper does not have the presumption nor the ambition to contribute to the
Economics literature on present bias but aims to highlight the possible relationship between
self-awareness and present bias using, for this purpose, a simple mathematical framework
proposed in Psychological research. We offer the following contributions to the literature.

First, we use a mathematical framework—a Markov Decision Process (MDP)—for
modelling inter-temporal decision-making in situations where outcomes are partly random
and partly under the control of the decision maker, and where there is scope for learning,
as the probability that the decision process moves into its new state is influenced by the
previously chosen actions. Therefore, self-awareness is naturally embedded in this setup.
The essence of a MDP is that a decision maker’s action generates a response impacting the
individual state, and consequently affects the immediate reward obtained by the agent,
as well as the probabilities of future state transitions. The agent’s objective is to select
actions to maximize a long-term measure of total reward. We add individual traits such as
self-awareness and present bias to this mathematical tool. Second, we embed awareness
and present bias in a dual-process model of decision-making, relying on the intuition
that decision-making is not made by a unique coherent entity, but by individuals who
may operate in a “cold” or “hot” mode (Dual process theories of decision-making rely on
the concept of multiple interacting brain systems in neuroscience, i.e., on the existence
of several brain systems interacting with each other to make a variety of choices. The
idea that choices can be explained by decision-making not made by a unique coherent
entity has been developed both in Psychology [16,17] and in Behavioural Economics [18,19];
see [20] for a survey of dual process theories of decision-making in Economics). Our
model can thus predict heterogeneity in awareness and present bias across individuals and
within individuals over their life cycle. Third, we explore how individuals can affect their
present bias through self-awareness in a general setting. Specifically, we explore how a
psychological factor—awareness—can impact self-control problems implied by present
bias, an additional discounting parameter. Finally, our setup is general, not centred on
economic choices. The main implication is that we do not include the usual elements of
choice in economic models, e.g., preferences, prices, and a budget constraint that enter the
dynamic programming algorithm.
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The model can find application in a variety of fields, such as strategic managerial
decisions [21,22], social psychology [23] and health research [24], where the combination of
intuitive—analytic reasoning propensities and present bias in inter-temporal decision-making
may contribute to understanding and promoting new views of yet unexplained processes.

The paper proceeds as follows: the generalized Sequential Decision Process is outlined
in Section 2, we present numerical simulations of the model in Section 3, behavioural
patterns emerging from the simulations are discussed in Section 4, and Section 5 concludes.

2. The Model

In this Section, we develop a generalization of [15]'s model. The details and the back-
ground of the model are reported in the companion paper. Here we introduce the basic
formalism necessary to incorporate the idea of present bias introduced in the previous Section.

Using MDPs to model the mechanisms and the dynamics of human decision-making
seems natural for many reasons. The first reason is that MDPs describe processes changing
over time, an essential element of inter-temporal choice. Secondly, the stochastic terms in
the model allow us to embed internal and external sources of uncertainty in human decision
processes. Finally, the actions obtained by maximizing the reward function correspond to
the solution of an optimal control problem, so the model can mine information on the main
factors to address when dealing with present bias. Moreover, the optimal policies embed
the objective, expressed in terms of the expected reward at the final time, to be achieved by
the DM.

Definition 1. An MDP is a tuple M = (S, A, P,r) where S is a finite set of states, A is a finite set
of actions, P : S x S x A — [0, 1] is a transition probability function,andr : S x S x A — Risa
reward function.

Each individual makes a decision in the present by taking into account the outcomes
realized over a time horizon of length T.

Definition 2. The time horizon is the discrete and finiteset t = 0,1,2,...,T.

At each time period, the individual experiences a particular state, s;, which belongs to
the state space, S, representing the finite set of available states.

Definition 3. The state s; € S = [0, 1] of the individual is defined as her level of awareness at
time t.

The state of the individual provides information on the level of awareness they adopt
when making decisions at each time period, and belongs to the state space S defined in
the closed interval [0,1] so that the higher the value of s at time ¢, the higher the level of
awareness. The state and, particularly, its evolution over time, is the main aspect we focus
on in this work. The DM’s level of awareness has an impact on their overall well-being
as well as on their choices. By considering a Markov Decision Process, the current state
incorporates the entire history of the DM so that awareness is a state embodying, to some
extent, all aspects affecting individual decision-making: from personality to values and
beliefs developed over a lifetime, to education and past experiences.

At each time period, the individual makes a choice a;, which belongs to the action
space, A, denoting the set of available actions.

Definition 4. The action a; € A = (0,1) chosen by the individual at time t is defined as their
decision, and embodies the level of analyticity adopted in solving a particular decision-making problem.

In our framework, each choice is the solution to a decision problem. The individual
faces a generic decision problem over a set of possible actions, representing different trade-
offs between an intuitive (a; = 0) and an analytical approach (a; = 1), which are the two
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extremes of a continuum of values. In this way, the focus is maintained on the process
underlying the decisions without focusing on the specific decision in itself.

Psychological research suggests that decision-making is characterized by a dual-
process mechanism [16,17,25,26] where the individual reasoning propensity can be hot
or cold. The authors of [27] provide empirical evidence that the two systems are, in fact,
complementary and necessary for optimal decision-making. We introduce a dual-process
mechanism by defining the reasoning propensity in the following way.

Definition 5. The reasoning propensity p, € (0,1) is an individual trait defining the DM’s
attitude in processing the information used in the decision problem embedding the trade-off between
two reasoning modalities: intuitive and analytical.

The reasoning propensity takes values in a continuum between the two extreme
attitudes [28] called intuitive (p, = 0) and analytical (p, = 1), assuming that both are
always involved, to different degrees, in any decision. The fact that the interval is open,
i.e., the extremes are not in the domain of p,, remarks the idea that both mechanisms are
always involved with a different trade-off, and one does not completely exclude the other.

The agent does not have perfect knowledge of the outcomes of the decision due to
the interaction with the external environment which embeds uncontrollable factors. This
uncertainty affects the evolution of the state over time and the reward resulting from the
decision a;. Regarding the first aspect, the DM’s state, s;, evolves according to the following
non-deterministic dynamic rule:

St+1 = f(st, at, wy). 2)

The future level of awareness of the individual depends on the current one, s;, and
on the choices they made, a;, but it is also subject to some uncertainty represented by a
stochastic variable, wy, related to the state transition. We assume, for simplicity, that the
state can remain the same, increase or decrease by only one step at each time period, thus
preventing “jumps” in its dynamic. This reflects the consideration that awareness-raising is
a continuous process over time. By convention, considering the current state s;, we write
st + z to indicate that the state increases by one step z, and s; — z to indicate that the state
decreases by one step. With these assumptions, the stochastic variable w; belongs to the
set W = {z,0, —z}, indicating the possibility for the state to increase, remain constant, or
decrease, respectively. The probability with which w; takes on each of these values depends
on the decision 4; (it does not have, in this case, any explicit dependence on the state s;).

The system dynamics can equivalently be written in terms of probabilities. We assume
that for each state s;, only three possibilities exist: s; + z, s¢, and sy — z, and we define a
function P with three components specifying the probability of each of the three cases
depending on the decision a;. P is represented by a matrix of dimensions [|A| x 3], in which
the three columns embed the different probabilities:

P = [(P"(ar) P*(ar) PP (ar))], ®)

specifying the probability for the state to increase (Forward probability), remain constant

(Stationary probability), or decrease (Backward probability), respectively, explicitly depending

only on the action 4; made at time t. Alternatively we can say that w; assumes a value equal

to z with probability PF (a;), 0 with probability P%(a;), and —z with probability P (a;).
The last element defining an MDP is a reward function.

Definition 6. The reward function v : S x S x A — R is a stochastic function where r(s, s/,a)
gives the reward the agent obtains by performing the action a from state s and transitioning to state s .

The appropriate formulation of the reward function, r;, depends on its relationship
with awareness. The authors of [29] recently proposed a theory of self-connection and
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showed how self-connection is an important potential contributor to a person’s well-being.
Accordingly, it is reasonable to assume that awareness has a positive influence on all aspects
of an individual’s life so that living with a higher level of awareness can improve their
general well-being (physical, psychological, emotional, as well as economic). Therefore, we
assume the reward function to be positively affected by the current level of awareness, such
that the higher the level of awareness of an individual, s;, the higher their general well-
being. The reward function also depends on the reasoning propensity. Rational /analytical
reasoning is resource-consuming because it requires the acquisition of information about
the problem and the possible solutions, and it is time-consuming because time is needed to
sort, analyse, and elaborate the collected data. Therefore, the more analytical a decision is,
the more resources are needed in terms of time, personal energy, and monetary resources.
This translates into a negative dependence of the reward function on choice, 4;: the higher
a;, the more analytical the DM’s reasoning and the more their resources are consumed.
Our instantaneous reward is, therefore, a stochastic function involving both the current
state and the next state the DM may reach, with a given probability, by choosing an action.
Specifically, in the formulation r¢(s¢, a;) we make explicit the dependence of the reward
function on the state s; and the action a;, while it also involves some stochastic component.

The long-run discount factor ¢ is the current value of an expected reward, i.e., it is the
weight the individual assigns to a future reward when thy have a non-null probability to
transition to state s’ from state s as a consequence of choice a. We assume that the discount
factoris 6 € [0,1]. When § = 0 the future is not considered. Otherwise, the higher the value
of 4, the higher the weight to future rewards given, until the case § = 1, in which there is
no distinction between present and future values.

2.1. Exogenous Present Bias

The main purpose of this paper is to generalize the above setup by introducing present
bias, signalling the presence of self-control problems, and analysing the impact of both
an exogenous and a state-dependent present bias on the evolution of the state. Most
experimental research aimed at quantifying present bias has focused on a single specific
reward type, namely money. However, estimates of  in other domains, such as real
effort [30], and healthy and unhealthy foods [31] also exist. Experimental estimates of the
present-bias parameter range from 0.69 for healthy food and 0.71 for unhealthy food [31], to
0.65 for money, to 0.88 for real effort [30]. A recent meta-analysis of empirical estimates of
present bias measured with the experimental method called the Convex Time Budget, [32]
reports an average present bias between 0.95 and 0.97, but finds that estimates differ
depending on the type of reward. Specifically, while monetary reward estimates are close
to one, studies with non-monetary rewards produce an average present bias of 0.88.

Definition 7. The factor B € (0, 1] embeds a taste for immediate gratification, i.e., a present bias
affecting the DM'’s evaluation of the future stream of rewards.

The objective function the DM wants to maximize is given by the sequence of expected
rewards incurred so that at each time instant { the DM’s maximization problem is

max (r(st, at) + 4)

a€EA

T
B Z 0% [r(sz, 8t + 2, aT)PF(aT + (s, st aT)PS(aT) + (s, 87t — 2, aT)PB(at)]),
T=t+1

considering the state dynamics defined in (2). The second part of the equation exploits the
expected value of the future rewards.

First, the presence of an expected value is due to the presence of a source of external
uncertainty, making the evolution of the state stochastic. Second, §, the weight given to
future rewards, is subject to an exponential decrease (because it is smaller than 1), whereas
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B is constant for all future time periods but is not considered in the current time period t in
which the decision is made.

The maximization problem is solved with a Dynamic Programming algorithm [33]
exploiting a mechanism of backward induction in which, starting from a fixed terminal
value, rr(s7), the sequence of all optimal decisions is reconstructed step by step for the
entire time horizon.

2.2. Endogenous Present Bias

With exogenous present bias, the lower the value of , the stronger the bias, the worse
the state. However, it is reasonable to think of personal awareness as a mechanism to
contrast and mitigate individual present bias. A higher level of awareness could weaken
self-control problems, leading to a higher . In other words, the higher the DM’s level of
self-awareness, the lower the negative impact of present bias on the system’s dynamics.
We assume B to be a function of the individual’s current level of self-awareness, which acts
as a deterrent of self-control problems. This assumption translates into a state-dependent
B(st) such that

B(st) = sip+ (1 —s1)B. 5)

B(st) is now a linear combination of s; and its complement to one, (1 — s;), weighted
by the two constants B > . They are both in the range (0, 1] and correspond to weak and
severe present bias, respectively, (for example, in the simulations in Section 3 they are set to
B = 0.9 B= 0.2). The final value of B is not constant over time, but it is allowed to evolve
according to the state level of the individual. From (5), we see that at s; = 0 the value of
coincides with , corresponding to a maximum level of bias, whereas at sy = 1, the value
of B coincides with B, a minimum level of bias. In the range between these two values,
the higher the state, the higher the resulting value of  (the weaker the degree of present
bias). By modifying their evaluation of the present/future trade-off in terms of well-being,
the agent affects the entire representation of their future rewards, which includes both a
present bias parameter and a long-run discount parameter.

The idea of an endogenous present bias is not new. In Economics, [14] argued that
economic agents have the power to affect their discount factor, §, through various means,
such as investing in education. More recently, [34,35] allow the agent to exert some control
over the magnitude of their present bias by investing time, effort, and resources in human
capital which allows them to affect the future well-being implied by current actions. In our
setup, we allow the present bias parameter to depend on self-awareness so that the agent
has some control over its magnitude.

3. Simulations

In this Section we show, by means of numerical simulations (parameter setting is de-
tailed in Appendix A) of the model, the impact on the state dynamics of both an exogenous
and a state-dependent present-bias parameter, 3. As mentioned before, the state variable
is a representation of the level of awareness of the individual, and, according to [15], it
displays monotonic increasing dynamics. The baseline is the simulation of the original
model with no present bias, which is equivalent to fixing f = 1 in Equation (4).

We then introduce the present-bias parameter 0 < g < 1, considering an intuitive
(pr = 0.2) and an analytical (p, = 0.8) individual, respectively.

Figure 1 shows how the introduction of exogenous present bias has a slowdown effect
on the state dynamics for both intuitive and analytical individuals. The effect is stronger for
analytical individuals for whom even the increasing monotonic characteristic of the state is
lost. When S is set below a threshold, the state eventually falls to zero. The state dynamics
of the intuitive individual also display a slowdown effect, though a less prominent one
which only smooths the growth speed of the state.
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(A) Intuitive

20 40 60 80 100 120 140 160 180
t

(B) Analytical

Figure 1. State dynamics, exogenous present bias. The figure shows state dynamics at different levels
of present bias for an intuitive (A) and an analytical (B) DM. In both cases, the initial state is low
(so = 0.20), while the values of f vary in the interval (0, 1] with a step of 0.15.

With an endogenous present bias, there is, in the long run, an improvement in all cases
(Figure 2A,B, where the red lines are always above the blue ones) in terms of growth speed
or state values. The state dynamics when f is exogenous and extremely low (Figure 2A,
blue line, 8 = 0.2), is now overcome. The initial decreasing state dynamics in Figure 2A
(red line), can be interpreted as a learning period during which the individual has not yet
found ways of addressing their self-control problems.

(A)
038
06
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0.2

20 40 60 80 100 120 140 160 180

(€)

0.8

. 06
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0.4

0.2

20 40 60 80 100 120 140 160 180
t

U(s‘)

0.8
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0.4

0.2

0.8

0.6

0.4

0.2

(B)

20 40 60 80 100 120 140 160 180

(D)

20 40 60 80 100 120 140 160 180
t

Figure 2. State dynamics (A,B) and present bias dynamics (C,D), analytical individual. Panels
(A) and (B) show the state evolution for an analytical individual, p, = 0.8, in the case of endogenous
present bias (red lines) and exogenous present bias (blue lines) for low and high initial levels of the
parameters, respectively. In Panel (A), B = 0.95, 8 = 0.0125, and B = 0.2. In Panel (B), 3 is the same as
Panel (A), while f = 0.7 and § = 0.75. Panels (C)_ and (D) show, instead, the dynamics of endogenous
present bias (red _lines) and exogenous constant present bias (blue lines). In particular, the parameter
setting for Panels (C) and (D) is the same as Panels (A) and (B), respectively.

Panels C and D in Figure 2 show the endogenous present bias, B(st), dynamics over
time compared to a constant 8 at low (Panel C) and high (Panel D) initial levels of the
parameters. In Panel C, after an initial decreasing phase, B(s;) is monotonously driven
towards higher values corresponding to weaker present bias.
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Figure 3 shows the dynamics of an intuitive individual. The introduction of an
endogenous present bias accelerates the state dynamics, especially when f is extremely
low (0.2). As before, Panels C and D refer to the evolution of 3(s;) over time compared to a
constant 8.

A) B,
. ) . ®
0.8 0.8
0.6 0.6
o v
0.4 041
0.2 0.2
0 0
20 40 60 80 100 120 140 160 180 20 40 60 80 100 120 140 160 180
C D;
, © . ®
0.8 08 [
~ 08 ~ 06
& g
T 04 T 04r
0.2 02r
0 0
20 40 60 80 100 120 140 160 180 20 40 60 80 100 120 140 160 180

t t

Figure 3. State dynamics (A,B) and present bias dynamics (C,D), intuitive individual. Panels
(A) and (B) show the state evolution for an intuitive individual, p, = 0.2, in the case of endogenous
present bias (red lines) and exogenous present bias (blue lines) for low and high initial levels of the
parameters, respectively. In Panel (A), B = 0.95, 8 = 0.0125, and B = 0.2. In Panel (B), 8 is the same as
Panel (A), while f = 0.7 and 8 = 0.75. Panels (C)_ and (D) show, instead, the dynamics of endogenous
present bias (red lines) and exogenous constant present bias (blue lines). In particular, the parameter
setting for Panels (C) and (D) is the same as Panels (A) and (B), respectively.

4. Discussion

Varying the degree of present bias in the original setup produces the expected dynam-
ics for an intuitive individual’s reward; increasing 8 (i.e., decreasing the severity of present
bias) has a positive effect on the evolution of the state (Figure 1). With an analytical reas-
oning propensity we observe counter-intuitive dynamics, particularly at low values of S.
While a more analytical reasoning propensity should lead to better decisions and outcomes,
we observe, instead, a drop in the state variable. The drop is more severe when f is smaller.
When f takes on its lower bound the state dynamics falls to zero. As counter-intuitive as
it may seem, this dynamic is suggestive to the co-existence of extremely costly decision-
making and severe self-control problems, which eventually lead to negative outcomes. Past
decision research has indeed pointed towards the downsides of overthinking [36,37] and at
how, e.g., careful analysis of all available options might be taken too far. Here, such costly
decision-making interacts with severe present bias.

In Figure 2, we compare the state dynamics for low (Panel A) and high (Panel B)
values of B (blue line) and B(s;) (red line) for individuals with an analytical reasoning
propensity. When g is high and present bias is weak (Panel B), the dynamic is very similar
in the two cases. However, when f is low and present bias is severe (Panel A), learning to
reduce one’s own self-control problems through self-awareness may trigger an increase
in well-being compared to the case in which the degree of present bias is constant. Panels
C and D in Figure 2 show, instead, the evolution of 8. The learning process triggered by
self-awareness is especially beneficial when present bias is severe (Panel C), while it does
not play a crucial role in well-being when present bias is already negligible (Panel D).

Finally, Figure 3 depicts the case of individuals with an intuitive reasoning propensity.
As in Figure 2, the state dynamics are presented in Panels A and B, while Panels C and
D show the present bias dynamics. When decision-making is driven by a more intuitive
reasoning propensity, the interaction with severe present bias (Panels A and C) is not
conducive to the downward trends observed in Figure 2 for the first 40 time periods.
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5. Conclusions

In recent years, decision-making researchers in a variety of settings have introduced
self-awareness as a crucial ingredient that may boost optimal decisions: [38] in consumer
decision-making; [39,40] in leadership; [41] in a consumption-savings environment. In
addiction models, for example, being unaware or aware of one’s self-control problems
(a consequence of present bias) determines whether or not people will consume more of an
addictive product (such as cigarettes or alcohol) than they would like to consume from a
long-run perspective [42].

In this paper, we generalize a Markov Decision Process Model, proposed in Psycholo-
gical research to study the interaction between analytic and intuitive decision-making, by
introducing present bias, a phenomenon that causes self-control problems in the form of an
impulse for immediate gratification. We allow for both an exogenous present bias and for
an endogenous, state-dependent, present bias and explore the consequences on well-being
emerging from the solution of the model. One interesting finding is that self-awareness,
implied by the model, may mitigate endogenous present bias and suboptimal choice. The
implication is that individuals can exert some control over the magnitude of their present
bias and of their time inconsistency. Our model could in principle explain some of the
heterogeneity in behaviour and in present bias observed in quantitative estimates of dis-
counting [43]. One limitation of this research is that we do not account for preferences and
budget constraints of the underlying individuals, nor for other ingredients of economic
models. Therefore, we cannot make any specific behavioural prediction. One interesting
and natural avenue for future research is to adapt our setup to study the consumption
behaviour of addictive goods.
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Appendix A

The following parameter settings are used in the simulations.
Spr1 = &pSy — ey, where ay,, o > 0. (A1)

Equation (A1) describes the DM’s reward at time t. This is linearly dependent on the
DM'’s current state with a positive coefficient o}, (set to 10) and negatively dependent on
the level of analyticity adopted in solving the decision problem with a positive coefficient
ac (set to 2).

As said before, w; can take three different values z, 0 or —z depending on forward,
stationary, and backward probabilities, PF (a;), P®(a;), and PB(a;). The forward probability
results from the linear combination of the two functions P4 (a;) and P!(a;), representing
the individual propensity for analytic or intuitive reasoning [27].

(@ —a)+b

A —
P (at> - (a_t _ a)z +C + d/ (Az)
oy (@)+0b

Their functional forms are described by Equations (A2) and (A3), where d4; = 10(1 — a)
is introduced to resize the variable a; so that it belongs to the set A = (0, 1), and to allow
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the propensities P#(a;) and P!(a;) to lay in the interval [0, 1]. The propensity to intuitive
reasoning is shaped similarly to the one proposed by [27] in their experimental research.
PA(a;) and P!(a;) are combined using as coefficient the reasoning propensity p,, thus
giving rise to Equation (A4).

PF(ar) = prP*(ar) + (1= pr)P' (ay). (A4)
The stationary transition probability is assumed to be constant (Equation (A5))
PS(a;) = k. (A5)

Finally, the backward transition probability in Equation (A6) is the difference between
the previous two.
PP =1— (P"(a;) + P5(ar)) (A6)

The chosen values of the initial state sy and reasoning propensity p, used in the
simulations are detailed in Section 3. All other parameters are set to the following values in
all simulations: a =1,b=7,¢=10,d =0.1,k =0.1,and z = 0.1.
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