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A precise measurement of the cosmic-ray proton spectrum with the Calorimetric Electron Telescope
(CALET) is presented in the energy interval from 50 GeV to 60 TeV, and the observation of a softening of
the spectrum above 10 TeV is reported. The analysis is based on the data collected during ∼6.2 years of
smooth operations aboard the International Space Station and covers a broader energy range with respect to
the previous proton flux measurement by CALET, with an increase of the available statistics by a factor of
∼2.2. Above a few hundred GeV we confirm our previous observation of a progressive spectral hardening
with a higher significance (more than 20 sigma). In the multi-TeV region we observe a second spectral
feature with a softening around 10 TeVand a spectral index change from −2.6 to −2.9 consistently, within
the errors, with the shape of the spectrum reported by DAMPE. We apply a simultaneous fit of the proton
differential spectrum which well reproduces the gradual change of the spectral index encompassing the
lower energy power-law regime and the two spectral features observed at higher energies.
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Introduction.—Recent direct measurements of cosmic
rays have shown the presence of unexpected spectral
structures significantly departing from a simple-power-
law dependence. The presence of a spectral hardening
has been established for several nuclear species [1–13]
around a few hundred GeV=n and high statistics measure-
ments have shown that the rigidity dependence of primary
and secondary cosmic nuclei is different [14].
This rich phenomenology has been addressed by several

theoretical models in the quest for a consistent picture of
cosmic-ray acceleration (eventually including new sources)
[15–24], propagation (or reacceleration) in the Galaxy [25–
31], and the possible presence of one or more local sources
[32,33]. More recent theoretical contributions were pre-
sented at the International Cosmic Ray 2021 conference
[34–38]. The hypothesis of a possible charge-dependent
cutoff in the nuclei spectra can be directly tested with long
duration measurements in space, provided they achieve a
sufficient exposure, adequate energy resolution, and the
capability to identify individual elements.

Newdata from space-borne calorimetric instruments have
recently become available, expanding the energy frontier of
proton measurements by more than 1 order of magnitude.
Following our previous observation up to 10 TeV of a
spectral hardening of the proton spectrum around a few
hundredGeV, a new feature emerged above 10TeVwhereby
the spectral index was found to gradually change and a
softening of the spectrum was clearly observed, as also
reported by DAMPE [39] and CALET [40] and previously
by NUCLEON [41] and CREAM-III [42].
For proton and helium, it is important to determine the

detailed rigidity dependence of the spectral index through
the whole spectrum, studying the onset of the spectral
hardening and of the softening regime at higher energy,
respectively. In order to achieve a consistent picture,
systematic errors should be kept under control, and a critical
comparison of the observations from different experiments
should be fostered.
The Calorimetric Electron Telescope (CALET) [43,44],

in operation on the International Space Station since 2015,
is a calorimetric instrument optimized for the measurement
of the all-electron spectrum [45,46]. It has enough depth,
dynamic range, and energy resolution to measure protons,
helium [47], and heavier cosmic-ray nuclei (up to iron and
above) [13,48–53] at energies reaching the PeV scale.
In this Letter, we present a direct measurement of the

cosmic-ray proton differential spectrum in kinetic energy
from 50 GeV to 60 TeV with CALET.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 4.0 International license.
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The CALET instrument.—Designed to achieve a full
containment of TeV electromagnetic showers and a large
electron-proton discrimination capability (> 105), it is
longitudinally segmented into a fine grained imaging
calorimeter (IMC) followed by a total absorption calorim-
eter (TASC). The TASC is a 27 X0 (radiation length) thick
homogeneous calorimeter with 12 alternate orthogonal
layers of lead-tungstate logs. The IMC is a sampling
calorimeter segmented into 16 layers of individually
read-out scintillating fibers (with 1 mm2 square cross
section) and interspaced with thin tungsten absorbers.
Alternate planes of fibers are arranged along orthogonal
directions. It can image the early shower profile in the first
3 X0 and provide tracking information by reconstructing
the incident direction of cosmic rays with good angular
resolution (0.1° for electrons and better than 0.5° for
hadrons) [54]. The overall thickness of CALET at normal
incidence is 30 X0 and ∼1.3 λI (proton interaction lengths).
The charge identification of individual nuclear species is
performed by a two-layered hodoscope of plastic scintilla-
tors (CHD), positioned at the top of the apparatus,
providing a measurement of the charge Z of the incident
particle over a wide dynamic range (Z ¼ 1 to ∼40) with
sufficient charge resolution to resolve individual elements
[55] and complemented by a redundant charge determi-
nation via multiple dE=dx measurements in the IMC. The
overall CHD charge resolution (in Z units) increases
linearly, as a function of the atomic number, from ∼0.1
for protons to ∼0.3 for iron. For the IMC, multiple
sampling in the IMC achieves an excellent performance
as shown in Ref. [56] where the charge resolution is plotted
as a function of the atomic number Z. The interaction point
(IP) is first reconstructed [57], and only the dE=dx
ionization clusters from the layers upstream of the IP are
used to infer a charge value from the truncated mean of the
valid samples. The geometrical factor of CALET is
∼0.1 m2 sr, and the total weight is 613 kg. The instrument
is described in more detail elsewhere [58].
Data Analysis.—Flight data collected for 2272 days from

October 13, 2015, to December 31, 2021, were analyzed.
The total observation live time with the high-energy (HE)
shower trigger [44] is 1925 days. A low-energy (LE)
shower trigger, operated at high geomagnetic latitudes
[44], was also used for the analysis of the low-energy
region. As we have sufficient statistics for protons below
100 GeV, we used the data presented in Ref. [12].
A Monte Carlo (MC) simulation, based on the EPICS

simulation package [59,60], was developed to reproduce
the detailed detector configuration and physics processes,
as well as detector signals. In order to assess the uncer-
tainties due to the modeling of hadronic interactions, a
series of beam tests were carried out at the CERN-SPS with
proton beams of 30, 100, and 400 GeV. However, no beam
test calibrations are possible beyond this limit with the
available accelerated beams. Therefore simulations with

FLUKA [61–63] and GEANT4 [64,65] were compared with
EPICS, and the differences were properly accounted for in
the systematic uncertainties. Trigger efficiency and energy
response derived from MC simulations were extensively
studied [12].
As described in our previous publication [12], the track

of the primary cosmic-ray particle was reconstructed from
the hit pattern of the IMC fibers by means of a Kalman filter
tracking package [66] developed for CALET. The shower
energy is calculated as the sum of the TASC energy
deposits. The total observed energy (ETASC) is calibrated
using penetrating particles, and a seamless stitching of
adjacent gain ranges is performed on orbit. This procedure
was complemented by the confirmation of the linearity of
the system over the whole range by means of ground
measurements using a uv pulsed laser, as described in
Ref. [58]. Temporal variations during the long-term obser-
vation period were also corrected for, using penetrating
particles to monitor the gain of each sensor [45].
In order to minimize the background contamination, the

following criteria were applied to well-reconstructed and
well-contained proton-events: (1) off-line trigger confirma-
tion, (2) geometrical acceptance condition (requires accep-
tance type A as defined in Ref. [46]), (3) reliability of the
reconstructed track while retaining a high efficiency,
(4) electron rejection, (5) rejection of off-acceptance events,
(6) consistency of the track impact point in the TASC with
the calorimetric energy deposits, (7) requirements on the
shower development in the IMC, and (8) identification of
the particle as a proton by using both CHD and IMC charge
measurements.
Criterion (1) applies more stringent conditions with

respect to the onboard trigger removing effects caused by
positional and temporal variations of the detector gain. In
the energy range E > 300 GeV, the HE trigger should be
asserted and the energy deposit sum of the IMC 7th and 8th
layers is required to exceed 50 minimum ionizing particles
(MIPs) in either the X or Y view. Furthermore, the energy
deposit of the first TASC layer (TASC-X1) should be larger
than 100 MIPs. In the energy range E < 300 GeV, the LE
trigger should be asserted, the energy deposit sum of the
IMC layers 7 and 8 should be greater than 5 MIPs in either
the X or Y view, and the energy deposit of TASC-X1 should
be larger than 10 MIPs. Criterion (3) requires the reliability
of track fitting (details on track quality cuts can be found in
the Supplemental Material of Ref. [12]).
In order to reject electron events, a “Molière concen-

tration” along the track is calculated by summing up all
energy deposits observed inside one Molière radius for
tungsten (�9 fibers, i.e., 9 mm) around the IMC fiber best
matched with the track. By requiring the ratio of the energy
deposit within 9 mm to the total energy deposit sum in the
IMC to be less than 0.7 [criterion (4)], most of the electrons
are rejected while retaining an efficiency above 92% for
protons.
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In order to minimize the fraction of misidentified events,
two topological cuts are applied using the TASC energy-
deposit information only and irrespective of IMC tracking
[criterion (5)]. These cuts remove poorly reconstructed
events where one of the secondary tracks is identified as
the primary track (refer to the Supplemental Material
of Ref. [12]).
Criterion (6) removes additional misreconstructed events

by applying a consistency cut between the track impact
point and the center of gravity of the energy deposits in the
first and second (TASC-Y1) layers of the TASC.
In order to select well-contained events, energy depen-

dent thresholds are set to achieve a 95% constant efficiency
for events that interacted in the IMC below the fourth layer
[criterion (7)]. After applying criteria (1)–(7), charge,
energy, and trigger efficiency are determined for the
selected sample (hereafter denoted as “target” events).
Backscattered particles from the calorimeter can affect

both the trigger and the charge determination. In fact,
primary particles below the trigger thresholds might be
triggered anyway because of backscattered particles hitting
the TASC-X1 and IMC bottom layers. Moreover a signifi-
cant amount of backscatter may potentially induce a fake
charge identification by increasing the number of hits with a
significant energy deposit in IMC and CHD [criterion (8)].
The charge Z is calculated as Z ¼ aðEÞNbðEÞ=2

mip , where
Nmip is the CHD or IMC response (in MIP units) and aðEÞ
and bðEÞ are energy dependent charge correction coeffi-
cients (mainly accounting for backscattering effects
increasing with energy) applied separately to flight data,
EPICS, FLUKA, and GEANT4 to optimize the determination of
the charge peaks of proton and helium at Z ¼ 1 and 2,
respectively [12].
A charge selection of proton candidates is performed by

applying simultaneous window cuts on CHD and IMC
reconstructed charges. Energy dependent criteria are
defined for “target” events to maintain the same efficiency
for the CHD and IMC. In the higher energy region, the
identification using IMC is useful to reject helium events.
Figure 1 shows examples of the Z distribution using IMC.
Further details on the selection criteria can be found in the
Supplemental Material [67] and in Ref. [12].
Background contamination is estimated using MC simu-

lations of protons, helium, and electrons. Below ∼ 5 TeV
(TASC energy deposits sum), the dominant background
comes from off-acceptance protons. The contamination is
estimated below a few percent. At higher energies, helium
is the main background source, and the contamination
gradually increases with the observed energy reaching a
maximum of 20% as shown in Fig. S2 of the Supplemental
Material [67]. A background contamination correction,
based on the charge distribution, is applied before appli-
cation of the energy unfolding.
The calorimetric energy resolution for protons is around

30%–40% with an observed energy fraction close to 35%.
Therefore, energy unfolding is required to correct for bin-
to-bin migration effects. We follow a Bayesian approach, as

implemented in the ROOUNFOLD package [68,69] in ROOT
[70], whereby the response matrix is derived from the MC
simulations. The unfolded energy spectrum is presented
and compared with the ETASC distribution in Fig. S3 of
Supplemental Material [67]. Convergence is usually
reached within two iterations, given the relatively accurate
prior distribution obtained from the previous observations,
i.e., by AMS-02 [6] and CREAM-III [8].
The proton spectrum is obtained by correcting the

effective geometrical acceptance with the unfolded energy
distribution as follows:

ΦðEÞ ¼ nðEÞ
ðSΩÞeffðEÞTΔE

;

nðEÞ ¼ U½nobsðETASCÞ − nbgðETASCÞ�;
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FIG. 1. Examples of charge distributions with the IMC com-
pared with MC simulations. The upper and lower figures show
the IMC charge for events with 2 < ETASC < 6.3 TeV and
6.3 < ETASC < 20 TeV, respectively. Examples of charge dis-
tributions in the energy region below 2 TeV for CHD and IMC,
and their correlation are shown in Fig. S1 of the Supplemental
Material [67].
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where ΔE denotes the energy bin width, UðÞ the unfolding
procedure operator based on the Bayes theorem, nðEÞ the
bin counts of the unfolded distribution, nobsðETASCÞ those
of the observed energy distribution (including back-
ground), nbgðETASCÞ the bin counts of background events
in the observed energy distribution, ðSΩÞeff the effective
acceptance including all selection efficiencies, and T the
live time.
At the lowest energies, the HE-trigger efficiency drops

significantly, and in this region LE-trigger events are used
instead. The event selection criteria for the HE and LE
analyses are identical. While the overall difference between
the two selections is relatively small, the difference in the
low-energy region is sizeable while, in the energy region
above 200 GeV, LE- and HE-trigger data are consistent.
Therefore we use LE-trigger data for E < 300 GeV and
HE-trigger data above. The fluxes obtained with LE and
HE triggers are presented within the respective energy
regions in Fig. S4 of Supplemental Material [67].
Systematic uncertainties.—The systematic uncertainties

include energy independent and dependent contributions.
The former is estimated around 4.1% in total, from the
uncertainties on the live time (3.4%), radiation environment
(1.8%), and long-term stability (1.4%).
The energy dependent component is estimated to be less

than 10% for E < 10 TeV. We take into account the
uncertainties on MC model dependence, IMC track con-
sistency with the TASC energy deposits, shower start in the
IMC, charge identification, energy unfolding, and beam
test configuration. For E > 10 TeV the uncertainties on
MC model dependence and charge identification become
dominant. In the interval 10 < E < 40 TeV the uncertainty
is below 20% while reaching a maximum ∼30% in the last
bin. Figure 2 shows the systematic uncertainty in the HE
sample as a function of energy.
Results.—Our extended measurement of the proton

spectrum from 50 GeV to 60 TeV is shown in Fig 3. the
CALET flux is compared with AMS-02 [6], DAMPE [39],
and CREAM-III [42]. Our spectrum is in good agreement
with the rigidity spectra measured by magnetic spectrom-
eters in the sub-TeV region, and it is also consistent, within
the errors, with the measurements carried out with calo-
rimetric instruments at higher energies.
Our data confirm the presence of a spectral hardening at

a few hundred GeV as reported in our previous proton
Letter [12] with a higher significance of more than 20
sigma (statistical error). We also observe a spectral soft-
ening around 10 TeV. We fit the proton spectrum in the
energy region from 80 GeV to 60 TeV with a double broken
power law (DBPL) function defined as follows:

Φ0ðEÞ ¼ E2.7 × C ×

�
E
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where Φ0ðEÞ is the proton flux ×E2.7, C is a normalization
factor, γ the spectral index, E0 is a characteristic energy of
the region where a gradual spectral hardening is observed,
Δγ the spectral variation due to the spectral hardening, E1 is
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FIG. 2. Systematic uncertainties in the HE sample. The thick
blue line shows the sum of the energy dependent systematic
uncertainties. The thick red line is representative of the total
systematic uncertainty, calculated as the quadratic sum of the
various uncertainties, including the energy independent ones. A
breakdown of the energy dependent uncertainties is also shown
(thin internal lines). The systematic uncertainties of the HE
sample are shown in an enlarged plot in Fig. S5 of the
Supplemental Material [67].
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FIG. 3. Proton spectrum measured by CALET (red circles)
compared with the experimental results of AMS-02 [6],
CREAM-III [42], and DAMPE [39]. The hatched band shows
the total uncertainty for CALET as the quadratic sum of the
various uncertainties. The dark blue colored band shows the total
uncertainty for DAMPE. The proton flux in tabular form can be
found in the Supplemental Material [67].
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a characteristic energy of the transition to the region of
spectral softening, and Δγ1 is the spectral index variation
observed above E1. Two independent smoothness param-
eters s and s1 are introduced in the energy intervals where
spectral hardening and softening occur, respectively.
CALET data (black filled circles) and associated statistical
errors are shown in Fig. 4 where the red line shows the
best fitted function with parameters γ ¼ −2.83þ0.01

−0.02 ,
s ¼ 2.4þ0.8

−0.6 , Δγ ¼ 0.28þ0.04
−0.02 , E0 ¼ 584þ61

−58 GeV, Δγ1 ¼
−0.34þ0.06

−0.06 , E1 ¼ 9.3þ1.4
−1.1 TeV, and s1 ∼ 30 with a large

error. The χ2 is 4.4 with 20 degrees of freedom.
Figure 5 shows the energy dependence of the spectral

index calculated within a sliding energy window (red
squares). The spectral index is determined for each bin
by a fit to the data including the neighboring�2 bins in the
region below 20 TeVabovewhich the highest two bins have

relatively large errors. Magenta curves indicate the uncer-
tainty band including systematic errors.
As the hardening is very gradual, its onset (around

200 GeV) can be read off directly from Fig. 5. It is followed
by a sharp softening of the flux above ∼9 TeV. The first
spectral transition is found to be parametrized [Eq. (2)] by a
relatively low value of s, while the second (sharper) one
corresponds to a higher value of s1 with a large uncertainty.
Both parameters are left free in the fit. The fitted value of E0

is found to be anticorrelated with the s parameter. We
additionally performed an independent fit to Δγ and Δγ1
with single-power-law functions in three energy sub-
intervals, as shown in the Supplemental Material [67].
They were found to be consistent, within the errors, with
the values obtained with the DBPL fit.
Conclusion.—We have measured the cosmic-ray proton

spectrum covering 3 orders of magnitude in energy from
50 GeV to 60 TeVand characterized two spectral features in
the high-energy CR proton flux with a single measurement
in low earth orbit. Our new data extend the energy interval
of our previous measurement [12] while keeping a good
consistency with our earlier result. Our spectrum is not
consistent with a single power law covering the whole
range: (i) above a few hundred GeV we confirm our
previous observation [12] of a progressive spectral hard-
ening, also reported by CREAM, PAMELA, AMS-02, and
DAMPE; (ii) at energies around 10 TeV we observe a
second spectral feature with a softening starting around
10 TeV. In this energy region the shape of the spectrum is
consistent, within the errors, with the measurement
reported by DAMPE. The results from two independent
CALET analyses, with different efficiencies, were cross-
checked and found in agreement.
Extended CALET operations were approved by

JAXA=NASA=ASI in March 2021 through the end of
2024 (at least). Improved statistics and refinement of the
analysis, with additional data collected during the live time
of the mission, will allow us to extend the proton meas-
urement at higher energies and to reduce the systematic
uncertainties.
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FIG. 4. A fit of the CALET proton spectrum (solid red line)
with a double broken power law (Eq. (1)). The horizontal error
bars are representative of the bin width.
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FIG. 5. Energy dependence of the spectral index calculated
within a sliding energy window for CALET (red squares). For
each bin the spectral index is determined by fitting the data using
�2 energy bins. The magenta curves indicate the uncertainty
range including systematic errors.
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