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Abstract

The Solve-RD project brings together clinicians, scientists, and patient representatives from 51 institutes spanning 15 countries to
collaborate on genetically diagnosing (“solving”) rare diseases (RDs). The project aims to significantly increase the diagnostic success
rate by co-analyzing data from thousands of RD cases, including phenotypes, pedigrees, exome/genome sequencing, and multiomics
data. Here we report on the data infrastructure devised and created to support this co-analysis. This infrastructure enables users to
store, find, connect, and analyze data and metadata in a collaborative manner. Pseudonymized phenotypic and raw experimental data
are submitted to the RD-Connect Genome-Phenome Analysis Platform and processed through standardized pipelines. Resulting files
and novel produced omics data are sent to the European Genome-Phenome Archive, which adds unique file identifiers and provides
long-term storage and controlled access services. MOLGENIS “RD3” and Café Variome “Discovery Nexus” connect data and metadata
and offer discovery services, and secure cloud-based “Sandboxes” support multiparty data analysis. This successfully deployed and
useful infrastructure design provides a blueprint for other projects that need to analyze large amounts of heterogeneous data.

Keywords: rare disease, genetics, bioinformatics, computational biology, fair data, infrastructure

Background

Solve-RD is a Horizon 2020-supported EU flagship project that
brings together >300 clinicians, scientists, and patient represen-
tatives from 51 institutes across 15 countries [1]. Solve-RD is built
upon a core group of 4 European Reference Networks (ERNs; ERN-
ITHACA, ERN-RND, ERN-Euro NMD, and ERN-GENTURIS) and 2 as-
sociated ERNs (ERN RITA and ERN-EpiCARE), as well as the Span-
ish and Italian national Undiagnosed Diseases Programs, which
annually see more than 270,000 rare disease (RD) patients with
varying pathologies. The main ambition of Solve-RD is to solve
unsolved RD cases for which a molecular cause is not yet known.

This is achieved through an innovative clinical research environ-
ment that introduces novel ways to organize expertise and data.
Two major approaches are being pursued: (i) massive data re-
analysis of >19,000 experiments (various forms of genetic test-
ing) from individuals affected by a rare condition and their unaf-
fected family members and (ii) combined analysis of diverse types
of newly generated data, (“‘novel” omics data).

For the data reanalysis, ERN partners contributed
pseudonymized data (phenotypic data, pedigree information,
exome sequencing [ES] data/genome sequencing [GS] data,
and associated metadata) for individuals affected by an RD
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who remained genetically undiagnosed after ES or GS. Data
were submitted via the RD-Connect Genome-Phenome Analysis
Platform (GPAP) [2]. In addition, novel omics data (short- and
long-read GS, short and long-read RNA sequencing, epigenomics,
metabolomics, deep-ES, and optical genomic mapping) are being
generated by different service providers for cohorts defined by
the Data Analysis Task Forces (DATF) from the 4 core collabo-
rating ERNs [1]. Sample submitters from the ERNs upload their
pseudonymised phenotypic and pedigree information in the
RD-Connect GPAP PhenoStore module. From there, Phenopackets
and pedigree descriptions in PLINK PED format are exported and
submitted to the European Genome-Phenome Archive (EGA).
When novel omics data are generated, the service providers
upload them directly to the EGA together with a manifest that
links it to the corresponding individual. With such an amount of
data to be analyzed in a collaborative manner, downloading and
analyzing on local compute facilities is not feasible for all centers.
Therefore, also centralized analysis facilities were desired.

All this clearly highlights the project’s need for a supporting
data infrastructure, particularly because diverse demographic,
phenotypic, and multiomics data need to be securely submitted
by a large number of clinical centers and other data providers over
a multiyear period. The quality of data and the relationships be-
tween data and files need to be captured to enable optimal use of
the available data. Furthermore, to enable researchers from differ-
ent centers to work together on the same dataset, an accessible
cloud infrastructure is required for all researchers.

To enable reproducibility of analyses, we organized the datasets
in freezes of fixed sets of participants, which were updated with
patches containing new information that became available over
time. This information is captured within a MOLGENIS database
[3, 4] and supplemented with an advanced discovery layer based
on Café Variome [5] to enable identification of cases or sets of
cases (virtual cohorts) based on a wide array of filters, includ-
ing phenotypic or genotypic similarity metrics and federation
with other RD data and sample resources. In addition, appropri-
ate metadata (e.g., file checksum) are collected to ensure that
file integrity is maintained during transfer between research cen-
ters. This allows researchers to select samples of interest (e.g.,
all affected individuals with a specific phenotype) and collect the
associated files at their preferred analysis location. Similar dis-
coverability features are available through the RD-Connect GPAP
cohorts application. Furthermore, the RD-Connect GPAP is con-
nected to MatchMaker Exchange [6] and the Network of Beacons
[7], enabling bidirectional patient matchmaking queries to similar
resources around the world.

The Solve-RD project infrastructure has been constructed by
leveraging existing data platforms, tools, and standards wherever
possible and by creating new tailored implementations where
necessary, assembled into an interconnected infrastructure. We
have operated on the core principle that we will reuse, enhance,
and deploy existing solutions (for core analytics support, databas-
ing, data discovery, and data sharing) wherever possible, according
to Findable, Accessible, Interoperable, and Reusable (FAIR) data
principles [8]. This article describes the current state of the in-
frastructure, which is fully operational, and indicates how we are
further improving and extending its capabilities to ensure its fu-
ture relevance and wider utility. We believe the resulting infras-
tructure could provide a template that future large-scale RD anal-
ysis projects can start from. Most of the components are tailored
for RD research, but the general design and some components of
the infrastructure can also be of use for groups focusing on other
topics.

Results

The datainfrastructure we have developed for Solve-RD facilitates
submission of input data, a common approach to processing and
archiving, collaborative data analysis, and sophisticated data dis-
covery. The overall design and data flow is summarized in Fig. 1.

Data submission and processing

Experimental metadata are first submitted to the RD-Connect
GPAP and corresponding phenotypic data submitted to the GPAP
PhenoStore, where patient, phenotypic, and family information
are stored. Associated omics and pedigree data files then follow
1 of 2 paths, as described in the Methods. Preexisting sequenc-
ing data are submitted to the RD-Connect GPAP, where they are
processed through the RD-Connect standard analysis pipeline to
homogenize results and facilitate systematic analysis, interpreta-
tion, and comparisons [9]. The raw and proceed data can then be
downloaded by project partners and processed with a secondary
tool (e.g., for the identification of copy number variants or short
tandem repeat variants). After processing, raw data, alignments,
and detected genetic variants are submitted to the GPAP anal-
ysis platform and forwarded to the EGA to be archived. Newly
generated novel omics data are archived directly to the EGA. As
described in our Methods section, the standard file formats used
within our workflow led to easy hand-off capabilities between the
different components.

Long-term storage

At the EGA, a unique identifier (UID) is added to each individ-
ual file and data are made available for download. A manifest
file (Supplementary Table S1) with metadata provides background
information on the origins of the files to aid in future data inter-
pretation. In parallel, the Solve-RD Rare Disease Data about Data
(RD3) database collects data and metadata on subjects, samples,
experiments, and files from these sources and makes this avail-
able for discovery using the Discovery Nexus service, both de-
scribed below.

Standard processing of reanalysis samples

Sequencing data originating from 43 different research centers
were submitted together with a common set of required meta-
data for each participant and associated experiment. Solve-RD
includes fully reanalyzed ES or GS data from 22,326 participants
(data freezes 1-3) for whom routine diagnostic procedures failed
to achieve a molecular diagnosis. Furthermore, novel omics data
from 5,184 participants (2,280 short-read genome sequencing [SR-
GS], 510 long-read genome sequencing [LR-GS], 634 short-read
RNA sequencing [SR-RNAseq], 80 long-read RNA sequencing [LR-
RNAseq], 480 Epigenomics, 930 deep-ES, 270 Metabolomics) have
been newly generated and incorporated. All of these data will be
fully processed within the project [1; Laurie et al., unpublished
observations]. Solve-RD has archived over 750,000 files of primary
and processed data at EGA totaling 818 terabytes. Impressively,
this represents nearly 5% of all data archived at EGA, the second
largest project at EGA to date. The data held by the EGA will be
fully available, under controlled access, to the wider RD commu-
nity, and the ES/GS variant data are available to browse and ana-
lyze by any registered RD-Connect GPAP user.

Freezes and patches

Data are structured into freezes and patches [1]. The Solve-RD
project has generated 3 large freezes that consist of reanalysis
data from subjects and experiments that have been submitted
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Figure 1: Rare disease analysis infrastructure overview. deep-ES: deep sequencing ES; EGA: European Genome-Phenome Archive; ERN: European
Reference Network; ES: exome sequencing; GPAP: Genome-Phenome Analysis Platform; GS: genome sequencing; LR-GS: long-read genome sequencing;
LR-RNAseq: long-read RNA-sequencing; SR-GS: short-read genome sequencing; SR-RNAseq: short-read RNA sequencing; Ul: user interface. The
Solve-RD dataset is also discoverable through the participation of the RD-Connect GPAP in Matchmaker exchange and the Beacon Network.

prior to 1 of 3 deadlines, meaning that each freeze consists of a
fixed number of experiments and participants. The submission
closing date for the first freeze was 30 September 2019, and it in-
cluded data from 8,275 participants. The second and third freezes
closed on 30 September 2020 and included data from 3,192 par-
ticipants. The third freeze closed on 30 September 2021 and in-
cluded data from 10,516 participants. Changes in data or meta-
data for these subjects are captured in patches, leaving the origi-
nal dataset on which analyses have been performed intact, mak-
ing reanalysis possible. In addition, 2 data freezes for the novel
omics data have been generated. For a small number of partici-
pants, there were unintended duplications of datasets; a few cases
had to be withdrawn from the collection for different reasons. To
allow for data changes postsubmission (e.g., addition of new phe-
notypic information or correction of errors), serial patches were
introduced for each freeze. Patched files were released with a date
inserted between the preserved filename and its file type exten-
sion (i.e., FILENAME.YYYY-MM-DD.extension). For each original
freeze or subsequent patch, all data were included in a uniquely
identifiable EGA dataset (EGAD).

Data analysis was performed by DATF teams, and interpretation of
variants was done by Data Interpretation Task Force (DITF) teams.
DATF activities were divided over several working groups [1] tack-
ling ES and GS reanalysis and processing the newly generated
“novel omics” data. Only approved researchers who had signed the
project code of conduct (Supplementary Information 1) could ac-
cess the data. Solve-RD partners can analyze data through 3 main
approaches: the RD-Connect GPAP, a cloud-based “Sandbox,” and
authorized local clusters.

While a wide range of analyses can be performed using the
RD-Connect GPAP user interfaces (as described in the Methods
section), new analysis methods to find or interpret new variants
and solve cases are continuously being developed. Moreover, for
the novel omics data, analysis protocols are not yet standard-
ized and needed to be developed by Solve-RD partners. We there-
fore needed an extensive analysis infrastructure to enable project
analyses. A data request and download option was provided for
partners that had their own substantial local compute facilities
after approval of the project steering committee.

Data management within analysis Sandbox

To support groups that did not have large compute and storage
capacity, as well as to enable multicenter collaborative analyses,
a centralized analysis “cloud” Sandbox was established. It sup-
ports existing and new research methods and allows collection
and sharing of project results. The Sandbox approach provides a
central analysis environment for bioinformaticians to collaborate
and to use and develop new methods freely. Via the Sandbox, DATF
and DITF working groups performed pilot studies using newly de-
vised tools to assess their added value before undertaking an anal-
ysis of full datasets. The Sandbox functions as a “virtual/trusted
research environment” (VRE/TRE) or “safe haven,” providing ac-
cess to data for analysis while protecting patient confidentiality
supported by trained staff and agreed processes [10]. Before users
could access any Sandbox content, a project Code of Conduct had
to be signed and approved.

The Solve-RD Sandbox provides a Linux-based high-
performance computing (HPC) environment suited to bioin-
formaticians. To provide failover, we have deployed the Sandbox
on 2 separate clouds. The Sandbox supports large-scale data stor-
age organized as a high-performance temporary (tmp) section
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Figure 2: Sandbox folder structure. Data are organized by the data analysis working groups (DATF working group [WG]) in either folders per European
Reference Network (ERN) or a common folder (for data intended for all ERNs). Additionally, large files that should be kept but not shared are stored in
a “Sandbox only” folder. All data to be shared with the ERNs are linked to an sftp folder with a subfolder per ERN accessible via SFTP access protocol.
Thin arrows indicate links between specific subfolders. These folders are further synchronized to 2 folders: DATF and DITF, each with the same
information (indicated by the thick arrow). The DATF folder has the same structure as the initial sftp folder (a folder for each DATF WG with
subfolders per ERN). The DITF folder has the converse structure (a folder for each DITF ERN with subfolders per WG). This structure makes it easy for
both DATF and DITF to browse the data (e.g., all CNV data or all data from ERN-ITHACA).

and a stable but slower back-upped permanent (prm) folder. The
tmp folder supports data analysis and so has a free structure for
individual users to manage. The prm folder has a fixed structure
that was identical at both Solve-RD Sandboxes.

Within each of the 2 VREs, the tmp folder includes a single mas-
ter folder containing original freeze files as well as patched files.
For each freeze and patch, a folder exists that carries symlinks to
the files included in the specific patch release, typically a mix with
the majority of files included in the previous patch and some new
changed files. Because of limited storage space, not all files from
the project could be simultaneously held in the Sandbox. There-
fore, larger files were omitted and reloaded as and when needed.
In addition to these folders, an ega-fuse-client folder was present
in the prm folder, giving direct access to the Solve-RD datasets
archived at the EGA. This enables the large files to be accessed
from within the VRE, even though no local copy was present.

To provide access to analysis results, a dedicated directory was
created for each DATF working group. To store their analysis re-
sults, each DATF working group appointed a data manager who
was allowed to copy, move, and remove data to and from the prm
folders on the VREs (automatically synchronized between the 2
VRE instances). The folders were structured such that data shar-
ing was optimally facilitated (Fig. 2).

Data discovery

Many diverse data types and files exist within the Solve-RD project
(multiomics, variant interpretation, phenotyping, demographics,
etc). These are stored in different places and in different formats.

The totality of metadata can be navigated via the RD3 database,
based on the MOLGENIS technology (3, 4]. Via RD3 and the ad-
vanced discovery layer “Discovery Nexus,” DATF bioinformaticians
can find samples and data of interest. To do this, they formulate
queries that identify file identifiers (EGAF) for relevant data stored
in EGA, to then access these data in the sandbox, in GPAP, or in
their local cluster.

Additional data discovery functionalities are provided by the
RD-Connect GPAP, as described in [2]. These consist of an inter-
nal “search across all” functionality, allowing users to search for
specific types of variants in candidate genes of interest across all
experiments. This can be further refined using the “cohorts” ap-
plication, which allows identification of affected individuals with
similar phenotypes within the RD-Connect GPAP, including data
not submitted as part of Solve-RD. The RD-Connect GPAPis also an
active node in the international MatchMaker Exchange network,
facilitating patient matchmaking worldwide [6], and has also cre-
ated a beacon within the Global Alliance for Genomics and Health
(GA4GH) Beacon Network [11].

RD3-tracking files and metadata

Direct data navigation is supported by the “rare disease data about
data” (RD3) system. This MOLGENIS database provides a complete
listing of all patients/participants, samples, experiments, and data
files in Solve-RD, including EGA UIDs. The data model of the Solve-
RD project describing how data are organized is summarized in
Fig. 3.
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Figure 3: Data and metadata relations within Solve-RD. Arrows indicate the “derived from” direction (e.g., Sample DNAOOOO1 is derived from Subject
P00001). We distinguish 4 main data/metadata types: subject, sample, experiments, and files, with each derived from the former. This figure is actually
a simplification as data are further organized in data releases we call “freezes” and can be used in different combinations as “analyses.”

Some relationships are direct, such as the subject-sample rela-
tion (a sampleis derived from a subject), whereas others are not so
obvious and need to be discovered. RD3 is tightly integrated with
Discovery Nexus, which also leverages useful extractions of vari-
ous data files (e.g., extant variants, their frequency, host gene, mu-
tation type, etc). Following a successful Discovery Nexus search,
suitably permissioned users can click through to RD3 directly to
access the discovered data files.

Discovery Nexus

Discovery Nexus supports data discovery via a range of ap-
proaches that help users initially establish the existence and lo-
cation (rather than the substance) of data within the system. The
interface provides filtering options by which users can distill a
comprehensive overview of selected datasets that might be of
value for their intended purpose. Querying by multiple data val-
ues is possible, driven by ontologies and ontology cross-mappings.
Searches can look for identity or semantic similarity to an entered
term, or any combination of terms, and even extend to bridging
between concepts (e.g., searches by biochemical pathway lever-
age knowledge of which genes are in each pathway). It also sup-
ports the GA4GH standard Beacon-2 Application Programming In-
terface (API) [7] for wider interoperability.

To enable numerous researchers and clinicians to work together
in parallel on a large dataset in Solve-RD, it was essential to estab-
lish a good data infrastructure that adheres to FAIR principles (see
Box 1). The solution we created includes access policies and proce-
dures, including the code of conduct (Supplementary Information
1), a network of databases, HPC clusters, long-term storage capa-
bilities, federated discovery services, and tools and pipelines to
provide the project with the ability to solve many RD cases that
had not been solved using conventional strategies. The infrastruc-

ture can be used starting from 3 main goals: data submission and
processing, data analysis, and data discovery, as described in the
Results and Methods. For each of these goals, the most typical
workflow is shown in Supplementary Fig. S1. Depending on the
user, different parts of the infrastructure are used. Typically, clini-
cians will submit samples, whereas the researchers, split between
the DITF and DATF, will set up cohorts of patients with similar
phenotypes, find different types of genetic variants through var-
ious analyses, and zoom in on possible causal genetic variants.
Using this infrastructure, the Solve-RD project has already made
>500 new diagnoses [Laurie et al., unpublished observations], and
many analyses powered by novel omics data are still ongoing.

The 2 parallel tracks, reanalysis of existing ES or GS data and
novel omics data analysis, each created distinct challenges. One
of the main challenges of the exome reanalysis stemmed from
the heterogeneity of the submitted data. Cases were provided by
institutions all around Europe, and exomes were enriched using
various designs and versions, as well as sequenced using differ-
ent short-read platforms, each of which will result in different bi-
ases. In addition, analyses prior to submission to Solve-RD had
been performed using a range of different alignment and variant-
calling algorithms. To facilitate data integration, the Solve-RD
project reanalyzed primary sequence data from the earliest pos-
sible point, using a standardized workflow, thereby eliminating
bioinformatic-related differences and providing a coherent set of
files for each of the experiments submitted. In parallel, the RD-
Connect GPAP processed participant metadata and pedigree in-
formation and exported these in standard file formats. This pro-
vided reusable and interoperable data enabling downstream anal-
ysis via the RD-Connect GPAP, the project Sandboxes, and local
clusters.

Regarding novel omics, the main challenges from the perspec-
tive of the infrastructure were the different types of files produced
and differences in accompanying metadata, which required a
custom-made database format to capture these data.
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Box 1: FAIR components of the Solve-RD infrastructure
Findability
¢ Infrastructure components are findable through
bio.tools (GPAP), GitHub (RD3, Discovery Nexus, sand-
box).
® Raw data have globally unique identifiers (EGAD and
EGATF).
® Samples of interest are findable through RD3/Discovery
Nexus.
® Structuring results by DATF and DITF allows data to be
findable based on both technique and disease.

Accessibility

® Archival of files in the EGA ensures long-term accessi-
bility of raw data.

® Phenotypic and variant data are accessible to registered
users via GPAP.

® Metadata are stored separately from data through a
manifest file.

® Aspera servers, ega-fuse-client, and download client can
be used to transfer data to and from the EGA.

® Having multiple clusters accessible by all project mem-
bers ensures accessibility of a data analysis infrastruc-
ture in case of maintenance.

Interoperability

® New HPC clusters can be deployed using Ansibl play-
books.

® Processing data starting from raw data using a standard-
ized pipeline maximizes uniform output data.

® Output and export files follow file and ontology stan-
dards where possible.

® Seamless integration of RD3 and Discovery Nexus.

® GPAP provides interoperability via multiple APIs, includ-
ing Beacon-2 MatchMakerExchange, Ensembl, OMIM,
and Orphanet.

Reusability

® The creation of file patches allows for older versions of
files to remain usable for reanalysis.

¢ Informed consent allows for data analysis after data ac-
cess committee approval to data stored at EGA.

Data FAIRness was enhanced by placing the data within the
EGA data archive for long-term storage, request, and access. To
maximize user convenience, single sign-on capability was pro-
vided across different components supporting a single goal, such
as RD3 and Discovery Nexus, or between the Sandboxes and EGA
via the filesystem in userspace (FUSE) client, as described in the
Methods. We also developed innovative methods to make data
findable before and after data access is granted, using Discovery
Nexus for preliminary searches (interoperable with GA4GH Bea-
con technology) and the RD3 database for full dataset navigation.
Once the Solve-RD funding period is over, this same service will
enable ERN data owners to advertise their data to researchers out-
side the project without directly releasing data too liberally or be-
fore access requests are reviewed and data sharing agreements
set up. The data discovery service will also provide potential users
with sufficient insight into the nature of available datasets to be
confident that it is worth investing effort to request and analyze

the data. The Solve-RD omics data (i.e., preexisting unsolved ex-
omes and genomes as well as omics data generated within the
project) are archived in the EGA (Supplementary Information S2)
and will be made available to other rare disease researchers via a
controlled access mechanism, governed by the Solve-RD data ac-
cess committee (DAC). The DAC consists of 1 representative per
ERN that contributed data and/or samples to Solve-RD as well as
a patient representative. Researchers who would like to access a
specific Solve-RD dataset need to request access from the Solve-
RD DAC. To do this, they have to fill in and sign the Solve-RD data
access agreement (DAA) (Supplementary Information S3) [12] and
send it to the DAC office. The DAA lays out the terms under which
access to Solve-RD data (including sequence and genotype data,
other omics data, phenotypic data, and pedigree information) is
being granted.

Within projects such as Solve-RD, concrete analyses are often
conceived after the collection of data. This reflects the continu-
ous expansion of associated knowledge and support tools. To fa-
cilitate this, we emphasized structured collection of rich meta-
data, thereby making the available data unambiguous in terms
of its scope, quality, provenance, and location. RD3 was used to
organize and provision these metadata, following FAIRGenomes
guidelines [13]. In addition, the RD-Connect GPAP co-hosts sec-
tions of the metadata relevant to their content, and these meta-
data also allow cohort-building via both Discovery Nexus and the
RD-Connect GPAP.

In conclusion, Solve-RD has devised, implemented, and vali-
dated an infrastructure for bringing together a set of reusable
tools and best practices. As Solve-RD partners continue to use
the infrastructure to perform many multiomics analyses, the
operational support teams are actively working together with
related projects, ensuring sustainability and further develop-
ment of the different infrastructure components. For example,
some of the components are being deployed and expanded in
European projects such as the European jJoint Programme on
Rare Diseases (EJP-RD [14]), the EU Genome Data Infrastructure
project (GDI [15]), and national initiatives such as the Dutch FAIR
genomes/Health-RI genomics project [16]. Ongoing projects, such
as GDI and the forthcoming ERDERA [17], support sustainabil-
ity and future developments of the components for the future.
Hence, the infrastructure described in this article can be used as
a blueprint for future multiomics data (re)analysis projects and
data hubs.

Methods

The Solve-RD infrastructure consists of various interconnected
parts, each playing a role in different workflows needed required
by the project (Supplementary Fig. S1). The components described
in the sections below are listed in Table 1.

Data submission and processing

Many types of data were provided by the ERNs or newly gen-
erated within the Solve-RD project, including demographic and
phenotypic data of participants and metadata on samples, ex-
periments, and files. Preexisting sequencing data are submitted
to the RD-Connect GPAP as FASTQ [18], BAM [19], or CRAM [20]
files via a Redlris Aspera server. Specifically, ES and GS reanaly-
sis data and metadata were provided by partners of 6 different
ERNs: ERN-ITHACA, ERN-RND, ERN-Euro NMD, ERN-GENTURIS,
ERN RITA, and ERN-EpiCARE. For novel omics analysis, various
other file types and concomitant metadata were produced.
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Raw ES and GS read data for reanalysis, together with ac-
companying metadata and deep phenotypic descriptions of af-
fected individuals, were submitted by Solve-RD partners to the
RD-Connect GPAP (GPAP). Alignment and short variant calling was
undertaken for all experiments using an identical variant call-
ing workflow [9] to minimize bioinformatics-induced artifacts. All
identified Single Nucleotide Variants (SNVs) and indels were made
immediately available to Solve-RD collaborators for analysis in
the GPAP Genomics module. Subsequently, the raw data and pro-
cessed data in the form of BAM/CRAM and gVCF files were trans-
ferred to the EGA for longer-term archival and redistribution to
other Solve-RD partners.

GPAP was used for collation of all phenotypic data and stan-
dardized processing of all short-read ES and GS data submitted
to Solve-RD. Data collation was undertaken as described in Laurie
etal. [2].

Briefly, in the first step, pseudonymised phenotypic descrip-
tions of all affected individuals were uploaded to the RD-Connect
GPAP PhenoStore module, using Human Phenotype Ontology
(HPO), OMIM, and Orphanet terms to generate a detailed pheno-
typic description, together with a family tree linking individuals.
Each individual receives a unique participant ID (P-ID), and for
accompanying experiments, experiment IDs (E-IDs) were created.
The relation between P-ID and full personal identifiers is known
only to the submitter. In the second step, metadata describing the
raw sequencing data to be submitted for reanalysis and linking
them to the individual's phenotypic record are uploaded to the
GPAP Data Management module. Finally, the raw sequencing data
themselves are transferred using a robust, high-speed Aspera data
transfer service provided by Redlris, the Spanish academic and
research network [21]. Once submission is complete, the data are
automatically ingested and processed by the automated standard
analysis pipeline.

Standard analysis pipeline

For joint data analysis, it is important that technical differences
between experiments are minimized. Therefore, using the CNAG-
CRG local HPC resources, all short-read ES and GS data submit-
ted to Solve-RD were reprocessed using an identical standardized
variant calling pipeline as described in Laurie et al. [9].

Data sources for preexisting and new data

For reanalysis of ES/GS, novel omics short-read (SR) GS, and deep-
ESdata, the starting point for reanalysis was the associated FASTQ
files. When BAM or CRAM files were submitted, these were first
transformed back to FASTQ. Using the standard analysis pipeline
(Fig. 1), data were processed in a standardized manner as de-
scribed above, producing a single BAM and 25 g.VCF files (auto-
somes, X, Y, and mitochondria), accompanied by .BAI and .TBI in-
dex files, respectively. Phenotypic information was exported from
GPAP in Phenopacket format and pedigrees in PED file format. LR-
GS files and RNA sequencing data were stored in BAM format.
Data analysis produced output of various file formats, depending
on the tools used for analysis.

Interoperability

To maximize interoperability for tool integration and reuse be-
yond Solve-RD and to overcome language barriers, we use widely
adopted and machine-readable international and community
standards and ontologies whenever possible. Within PhenoStore,
deep phenotypic descriptions are recorded using Human Pheno-
type Ontology [22], Orphanet Rare Disease Ontology (ORDO) [23],
and the Online Mendelian Inheritance in Man (OMIM) [24] termi-

nology. Phenotypic records can be exported using the GA4GH ap-
proved Phenopacket format [25] and family trees in PLINK PED for-
mat [26, 27]. Genomic alignments are stored and transferred (e.g.,
to the EGA) in GA4GH-approved BAM, CRAM formats [18, 19, 28].
Variants are stored in GVCF format [29]. Biological annotations,
available in the Data Analysis module, are provided by Ensembl
VEP [30] and supplemented with data from other genomics com-
munity resources such as ClinVar (RRID:SCR_006169) [31], gno-
mAD (RRID:SCR_014964) [32], and PanelApp [33]. Data discovery
and sharing is achieved through the implementation of GA4GH
Beacon-V2 [7] and Matchmaker Exchange (MME) APIs [6]. Part-
ner involvements in other initiatives also guided our work regard-
ing other standardization strategies, not least Beyond One Million
Genomes, GA4GH, FAIR genomes [13], European Life Sciences In-
frastructure (ELIXIR), Biobanking and Biomolecular Resources Re-
search Infrastructure, and EJP-RD.

EGA long-term data archiving and access

The EGA [34] is a service for permanent archiving and sharing of
identifiable genetic and phenotypic data [35, 36]. Data archived
at the EGA ensures long-term availability, interoperability, and
identifiability during projects and beyond. The primary objects in
the EGA data model are studies, datasets, and files (raw and pro-
cessed). Each archived file is assigned an EGA accession (EGAF)
functioning as a UID. Moreover, each file can be part of one or more
datasets, each with its own accession number. After data are suc-
cessfully archived and released, the EGA provides access to the
data only upon approval by the associated DAC for specified in-
dividuals. Datasets can be accessed using the PyEGA3 streaming
client [37] and a FUSE client [38].

To ensure data are FAIR, metadata are uploaded to EGA along-
side data files. These metadata take the form of manifest files
(Supplementary Table S1), which contain many attributes describ-
ing the data, for example, what library preparation and sequenc-
ing strategy was followed; what type of data analysis was done,
including which reference genome was used; and minimal public
information about the study subjects. Manifest files are converted
to the EGA XML standard for representing metadata before being
permanently archived. To guarantee data security and preserva-
tion of data integrity during file transfer and archival at EGA, data
files are submitted to EGA in an encrypted format, and file check-
sums are compared at different points of the submission process.
For example, encrypted file checksums are compared before and
after upload to the EGA to ensure that the file was not corrupted
during transfer. After being reencrypted at EGA with a symmetric
key and stored in the permanent archive, 1 final checksum check
is performed to ensure integrity of the permanently archived, en-
crypted file.

Data analysis
RD-Connect GPAP

The RD-Connect GPAP allows users to perform variant analysis
to identify potential disease-causing variants in a single proband
or any family structure and allows user-defined queries across a
cohort of affected individuals. These capabilities are provided via
a user-friendly interface suitable for clinicians, genome scientists,
and bioinformatics researchers.

A large variety of filters can be applied to identify known
pathogenic variants (e.g., described in ClinVar) or prioritize vari-
ants that are potentially pathogenic for further investigation
[2]. Furthermore, variants can be visualized in remotely hosted
native BAM files on-the-fly, directly within the GPAP, through
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Figure 4: Solve-RD RD3 LabInfo screen showing a subset of the Freezel experiment data. On the left, entries are filtered on patch “Original data” and
columns are filtered on interest. In the current view, the experimentID is connected to the sample on which the experiment was performed. In
addition, information on the experiment is shown. For these samples, genomic data were the input for exome sequencing experiments on which
various different enrichment kits were used. For most of the samples, statistics on the average target coverage (MeanCov) and number of bases
covered by at least 20 sequencing reads (C20) was available. If a subject was retracted from the project, all metadata except identifiers were removed

from the database and the experiment was labeled as retracted.

implementation of the GA4GH htsget streaming protocol and a
client-side Integrative Genomics Viewer instance [39].

Analysis can be undertaken in 2 different ways, either inter-
actively via a graphical user interface (GUI) or automated via a
Python-based API. The interactive approach is ideal for analyz-
ing individual families and applying different filter strategies. For
processing large numbers of experiments, as undertaken in Solve-
RD, programmatic batch analysis can be undertaken as described
previously [40].

Intra-GPAP case-matching is possible via an instance of the
GA4GH MME API [41] and by searching across cohort functional-
ities. External case matching can be achieved through the global
MME API [6], and single variants can be found via the Beacon-V1
API [11].

Sandboxes for bespoke bioinformatics analyses

Bioinformatics methods often require a Linux command-line en-
vironment and extensive computing and storage capabilities. In
line with this, we implemented 2 Sandboxes as Linux-based HPC
clusters that can be remotely accessed and act as a VRE/TRE.
To enable reproducibility and reusability (i.e., in future projects),
these Sandboxes are implemented as a “cloud” service that can
be automatically deployed at different cloud providers using the
same playbook [42], using OpenStack for virtualization of Linux
CentOS7 [43] with Spacewalk [44] for package distribution and
management and using the LMOD module system [45] and Easy-
build [46] to reproducibly install bioinformatics tools.

Because HPC systems typically need large maintenance win-
dows where the service is offline, we have 2 separate Sandbox
installations at different locations to prevent a single point of
failure and ensure continuous operations to the partners: one
at EMBASSY [47, 48], hosted by the EMBL European Bioinformat-
ics Institute (EMBL-EBI), which has close connections to the EGA,
and one at the University of Groningen Centre for Information

Technology [49, 50] attached to the University Medical Centre
Groningen. The EMBASSY VRE is only accessible by members of
the Solve-RD project, while the UMCG VRE is a larger facility
shared with other projects beyond Solve-RD. A dedicated Solve-
RD group is present in the UMCG VRE with access restricted to
Solve-RD members only. The EMBASSY VRE has 40 Tb of stor-
age and 12 compute nodes with 14 cores/node and 56,072 Mb
RAM/node. The UMCG VRE [51] has shared storage with other
projects, with 200 Tb reserved for the Solve-RD project and a total
of 10 compute nodes available with 22 cores/node and 205,490 Mb
RAM/node.

Access to analysis results

Both clusters use internal networks that are not directly accessi-
ble from the internet. Access is possible via dedicated jumphosts,
security-hardened machines not involved in any data storage or
processing. Using asymmetric cryptography via a private-public
key pair [52], users can log in to the jumphost to be directly redi-
rected to the main HPC cluster. To allow for data access for non-
bioinformaticians, we created an SFTP transfer server that could
be accessed using a graphical user interface such as WinSCP [53],
MobaXTerm [54], or Cyberduck [55] via a private-public key pair
without the extra security of a jumphost.

Data discovery
MOLGENIS RD3

To manage metadata on subjects, samples, experiments, and files
of ES reanalysis and novel omics, we used the MOLGENIS RD3
database. A specific Solve-RD instance of this was created [56], ac-
cessible via a web interface [57]. In this database, metadata (e.g.,
file accession numbers) and data (e.g., average coverage for ES tar-
gets) are collected for all Solve-RD subjects and the associated
samples, experiments, and files.
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Figure 5: (A) Discovery Nexus query interface. This interface supports querying by any combination of various demographic and inheritance (Subject
Filters), phenotypes (HPO Query Builder), diseases (ORDO Query Builders), or suspected variant filters (Variant Filter). In the HPO Query Builder, typing
any part of an HPO phenotype term or code creates a visible list of relevant items to select from, whereupon they are transferred into the adjacent
panel to form part of the query. Phenotype matching can specify matching on identical terms only (exact) or recover similar terms (based on a
precomputed matrix of relationship scores and the position of the slider). The minimum number of matching terms can also be specified, creating an
“OR” query, and settings above the minimum create a query that returns results that match at least the specified number of terms in any combination.
HPO queries can also be instructed to interrogate phenotype data stored as ORDO terms. Matching of HPO to ORDO terms (in the ORDO Query Builder)
is controlled by the HPO pairwise similarity slider, to define the number of HPO terms that should match an ORDO term as well as the ORDO match
scale, defining the specificity of the HPO term(s) to the selected ORDO term (based on a precomputed matrix of their occurrence across all ORDO
terms). Hence, when mapping ORDO to HPO terms, exact matching will traverse the mapping of these 2 term sets to find fewer but more specific HPO
terms, while minimum matching will include more HPO terms, but these may match other ORDO terms as well. Variant data cannot be filtered at the
specific base-change level (as this would raise privacy concerns) but are instead queryable by host gene, allele frequency, and mutation type using the
Variant Query Builder. It is also possible to filter for variants based on affected biochemical pathways, given known relationships between genes and
pathways (using the Reactome Knowledge base [60]). Finally, the ERN dataset to be queried must be explicitly stated and requires that the user has
permission to query the specified ERNSs. (B) Discovery Nexus Query Results. After submitting the query using the “Build query button,” the system will
return a count for matching results in the resources selected. Clicking on the number in the blue box will bring up the summary pop-up window as
shown above, giving basic details of the matches (again subject to the user having been assigned permissions). The blue “Get Full Data for Selected
Subjects” will open a link to request access from the resources holding the required data (where this is available). Alternatively, clicking the green
button in the source details will open a summary page with contact details for the resource, where a direct link to request the data is not available.
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Figure 5: Continued.

Content includes information on how samples were collected
and the subjects they came from, as well as the analyses that were
performed and the location of the files generated. RD3 acts as a
hub for GPAP data on Solve-RD participants, data provided by the
EGA, files located in the Sandbox, and metadata required for the
Discovery Nexus tool. Using portal tables, relevant data and meta-
data are imported into RD3 using a manifest file provided by the
EGA.

RD3 was built in MOLGENIS [3, 4], an open-source database
platform for storing, managing, analyzing, and sharing data. Ap-
proved users can log in using a local login or through Fusion-
Auth [58]. All the relevant metadata for the research are col-
lected within the Solve-RD RD3. The core structure of RD3 con-
sists of several tables matching the different types of informa-
tion that should be selected (Fig. 3). ES reanalysis data were
imported into RD3 using a system of freezes and patches as
described in the Results. Each of these sections has the same
format.

The subjects table contains information on the participants as
collected in GPAP PhenoStore, imported via phenopackets and PED
files archived at the EGA. Subjects are identified based on their P-
ID. For each subject, the P-IDs of the parents are given if they were
included in the project, as is the family number to identify all sub-
jects who are part of the same family. Furthermore, the subject’s
sex and a disease name or the phenotypes known to be present
(or absent) are listed. For each subject, it is recorded if they are
considered affected by a condition or not (e.g., a child is affected
and both parents are unaffected by a condition). In addition, in-
formation is stored on the case submitter (e.g., if they are allowed
to be recontacted in case of incidental findings or if the case is re-
tracted). Finally, the subjects table shows if the sample is solved.
Because this information is updated in the GPAP PhenoStore, a
connection between the 2 programs allows the solved status to
be updated daily.

Previous m Next

&, Get Full Data for Selected Subjects [

Zero or more samples may be derived from each subject.
Sample metadata are collected in the samples table. Each sam-
ple is given a sample ID (S-ID) for unique identification. Per S-
ID, the P-ID of the subject from which it is derived is shown
as well as the tissue type (e.g., whole blood) and other sample
specifications.

Zero or more experiments can be performed on each sample
(e.g., ES on DNA isolated from the sample). Information on these
experiments is collected in the experiments table (see Fig. 4). Each
type of experiment has its own specific layout. For ES, the enrich-
ment kit used is captured, as is the sample preparation method.
The metrics “% of the target covered >20x” and “average target
coverage” are also collected.

For each family, subject and experiment files are archived at
the EGA. RD3 captures this information in the files table. Here,
for each file, the path in the Sandbox and the VRE ega-fuse-client
within the dataset are given with its checksum information en-
abling a sanity check on copies of this file. Information is recorded
about the filetype, the experiment it belongs to, and the EGA ac-
cession number.

Discovery Nexus

RD3is seamlessly integrated with Discovery Nexus using a single
sign-on option based on the open ID connect protocol (open ID
connect [OIDC], implemented using FusionAuth), which is com-
patible with the life sciences authentication and authorization in-
frastructure (AAI), previously known as ELIXIR AAI [59], which we
plan to implement in the future. The latter will enable users to
sign in using their institute sign-in, which increases security and
General Data Protection Regulation compliance and ensures re-
moval when contracts terminate.

Discovery Nexus is a parallel component to RD3 that provides
advanced and more powerful capabilities for quickly and deeply
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searching Solve-RD data stored in different locations and for-
mats. Built on Café Variome [5], Discovery Nexus abstracts di-
rect database-style queries to concept-based queries; for exam-
ple, phenotypes and diseases are based on common ontologies
that Discovery Nexus dynamically maps to ontologies and hierar-
chies within ontologies used in the underlying subject phenotyp-
ing. This is also extended to querying using semantic similarity
between and across ontologies. This abstraction allows Discovery
Nexus to represent searches in an intuitive query builder interface
focused on elements that make queries based on demographics,
phenotypes, diseases, variants, biochemical pathways, mutation
characteristics, solved-or-not status, and data availability (Fig. 5).
This separation of query from database language also provides
protection to subjects and studies identification as the actual data
are not queried or represented in the query or results. For exam-
ple, variants are not directly queried in Discovery Nexus; instead,
the query interface allows searches for types of variant mutations
in genes or gene families.

Handoff from Discovery Nexus to RD3 to get data

Discovery Nexus and RD3 operate under a federated single sign-
on for authentication using the industry standard OIDC provided
by RD3, with only users authorized by Solve-RD able to access ei-
ther application. This allows the 2 parallel systems to interoper-
ate seamlessly, with a handoff facility allowing search results in
Discovery Nexus to be prepopulated in RD3, so that the user can
access information about the underlying data without logging in
again.

Additional Files

Supplementary Table S1. EGA manifest file.
Supplementary Fig. S1. Common workflows.
Supplementary Information S1. Solve-RD Code of Conduct.
Supplementary Information S2. Dataset-specific conditions.
Supplementary Information S3. Data Access Agreement.
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