
Neurocomputing 560 (2023) 126775

A
0
n

Contents lists available at ScienceDirect

Neurocomputing

journal homepage: www.elsevier.com/locate/neucom

Local propagation of visual stimuli in focus of attention
Lapo Faggi a,b,∗, Alessandro Betti c, Dario Zanca d, Stefano Melacci b, Marco Gori b,c

a DINFO, University of Florence, Florence, Italy
b DIISM, University of Siena, Siena, Italy
c Université Côte d’Azur, Inria, CNRS, Laboratoire I3S, Maasai team, Nice, France
d AIBE, Friedrich-Alexander-Universität Erlangen-Nürnberg, Erlangen, Germany

A R T I C L E I N F O

Communicated by J. Cao

Dataset link: https://gitlab.com/mela64/localf
oa

Keywords:
Computer vision
Visual attention
Scanpath prediction
Saliency

A B S T R A C T

Fast reactions to changes in the surrounding visual environment require efficient attention mechanisms to
reallocate computational resources to the most relevant locations in the visual field. In this paper, we present
a biologically-plausible computational model of focus of attention that exhibits spatiotemporal locality and
that is very well-suited for parallel and distributed implementations. Attention emerges as a wave propagation
process originated by visual stimuli corresponding to details and motion information. The resulting field obeys
the principle of ‘‘inhibition of return’’ so as not to get stuck in potential holes. The proposed model is obtained
as a hyperbolic regularization of the Poisson equation to which it reduces in the limit of high speed of
propagation. According to the MultiMatch algorithm for scanpaths comparison, the proposed model achieves
very competitive results when considering dynamical input stimuli.
1. Introduction

Visual attention plays a central role in our daily activities. While
we are playing, teaching a class or driving a vehicle, the amount of
information our eyes collect is way greater than what we are able
to process [1,2]. To work properly, we need a mechanism that only
locates the most relevant objects, thus optimizing the computational
resources [3]. Human visual attention performs this task so efficiently
that, at a conscious level, it goes unnoticed. Visual attention has also
been proposed as a fundamental mechanism for grouping low-level
features into coherent and unitary objects [4]. The selection mechanism
performed by visual attention can be driven by different factors. On the
one hand, attention is naturally attracted by salient regions in the visual
scenes, which are those areas that appear to stand out with respect
to their neighboring parts (bottom-up stimulus-driven attention). On the
other hand, attention is also strongly influenced by high-level and
cognitive factors that drive attention to elements relevant to a behavior,
such as looking for a particular object in the visual scene, making
a sandwich [5] or driving a car [6] (top-down goal driven attention).
Semantic object dependencies [7], global scene context [8], emotions
and expectations can also influence attention as well. Some of these and
other top-down factors also affect attention in free-viewing conditions,
as confirmed by the experimental findings of [9,10] and [11]. Despite
different neural processes drive bottom-up and top-down attentional
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mechanisms, it has been shown that they share a common neural
apparatus, the frontoparietal network, that is essential for both [12].

Given the fundamental role of spatial attention in the human visual
system, computational models of visual attention have been the subject
of massive investigation, and have proven their usefulness in many
applications, especially whenever they are asked to solve tasks related
to human perception such as video compression, where loss of quality
is not perceivable by viewers [13,14], or caption generation [15,16].
Following the seminal works by Treisman et al. [17,18] and Koch and
Ullman [19], as well as the first computational implementations [20],
over the last three decades scientists have presented numerous attempts
to model the Focus Of Attention (FOA) mechanism [21]. The notion
of saliency map has been introduced, which consists of a spatial map
that indicates the probability of focusing on each pixel. In the last
decade, deep neural networks allowed the scientific community to
make strong progresses in saliency estimation, overcoming classical
bottom-up saliency models [22]. Usually, established convolutional
models devised for object recognition are exploited, along with some
possible architectural innovations, to predict saliency. To suffice the
lack of large fixation datasets, transfer learning is employed, and deep
saliency models are pre-trained on large image datasets and then fine-
tuned to predict accurate saliency maps. Among the many neural
approaches that have been proposed so far for saliency estimation we
vailable online 18 September 2023
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mention, for example, the Saliency Attentive Model presented in [23],
which considers a neural attention mechanism based on a convolutional
LSTM architecture to iteratively refine saliency predictions. Similarly,
a visual attention network is proposed in [24] to capture hierarchical
saliency information by combining multi-scale details originating from
different convolutional layers within the same architecture. In this case,
supervisions are fed into both the earlier and last layers of the network.
The authors of [25] propose an adversarial framework for saliency
estimation and, in order to enlarge existing saliency datasets, they
present a novel one made up of data-augmented images.

However, saliency models neglect the temporal dimension of the
intrinsically dynamic process of attention, since the order of the fixa-
tions is not taken into account. Discarding such an important aspect
may critically lead to a poor description of the phenomenon [26].
Note that, assuming to have computed a meaningful saliency map,
we can still generate shifts in visual attention through a winner-take-
all mechanism [19], selecting the most relevant location in space at
each time step. Some authors have tried to improve the quality of
the generated scanpaths by introducing a hand-crafted human bias to
choose subsequent fixations [27]. Similarly, [28] tries to formalize the
idea that during visual exploration high-level cues continue to increase
their importance, to the disadvantage of more perceptive low-level
information. In [29], the authors propose a bio-inspired visual attention
model based on the pragmatic choice of certain proto-objects and
learning the order in which these are attended. In [30], a saliency map
is used to stochastically generate visual shifts by means of a constrained
random walk. Some authors have also proposed biologically-inspired
computational models in which attentional shifts are explained and
deeply interlaced with top-down object identification capabilities [31–
34]. In particular, in SAIM [31] and its extensions [32,33], the visual
input is mapped into the focus through a ‘‘content’’ network, whose
activity is spatially modulated by a ‘‘selection’’ network. A ‘‘knowledge’’
network then matches the content of the focus – that is, a properly
modulated region of the original input – with the given template units.
The selection and identification processes are thus developed in parallel
until the convergence of neural units is reached, time at which the
object is fully recognized and selected. Thereafter, attentional shifts are
obtained through an inhibition mechanism that, unlike standard ones,
operates both at spatial and semantic level. The evolution of the various
networks is driven by a set of differential equations, derived from
energy minimization principles that express the desire model’s output
as constraints. Note that, while these models define a dynamics of the
attentional process, they do so at the level of the underlying neuronal
circuits rather than investigating the spatio-temporal dynamics of the
focus itself over the visual scene, which is the aim of this paper.
Data-driven approaches have also been proposed to estimate scanpaths.
In [35], a generative network is used to generate attentional shifts,
complemented by an adversarial discriminator model trained to distin-
guish human scanpaths from simulated ones. A recent approach [36]
proposes using a dynamic priority map, influenced by both semantic
content and fixation history, to guide the fixational process. Here, the
inhibition of return mechanism is modeled as a convolutional LSTM
network, while mixture density networks are used to predict probability
distributions of fixations for each pixel. Note, that, unlike the scanpaths
models we have introduced above, the model presented in this paper is
based only on low-level features and does not need any training phase.

For our ensuing discussion, it is important to realize that the ma-
jority of these approaches rely on a long stack of global computations
over the entire visual field before establishing the next fixation point,
and this is especially true for all those models in which scanpaths
are generated, through a winner-take-all mechanism or a probabilistic
sampling, from an underlying saliency map. This is hardly compatible
with what is done by humans where, most likely, attention modulates
visual signals before they even reach the cortex [37,38] and restricts
computation to a small portion of the available visual information [17,
2

39]. Moreover, by doing so, the spatial and temporal continuity that is
inherent to the attentional phenomenon is overlooked. On the contrary,
Zanca et al. recently proposed an approach that is inspired by physics to
directly model the process of visual attention as a continuous dynamic
phenomenon [40,41]. In [41], the FOA is modeled as a point-like
particle gravitationally attracted by virtual masses originating from
details and motion in the visual scene. Masses due to details are
determined by the magnitude of the gradient of the brightness, while
masses due to motion are proportional to the norm of the optical
flow. This framework can be applied to both images and videos, as
long as one considers a static image as a video whose frames are
repeated at each time step. Unlike the other described approaches, the
prediction of the focus does not rely on a saliency map, but it acts
directly on early representations of basic features organized in spatial
maps. Besides the advantage in real-time applications, these models
make it possible to characterize patterns of eye movements (such as
fixations, saccades and smooth pursuit) and, despite their simplicity, they
reach state-of-the-art results in scanpath prediction, also overcoming
the classic winner-take-all approach [42]. However, when analyzing
the gravitational model [41] from the computational perspective, one
promptly realizes that determining the position of the FOA at a certain
time instant requires to have access to all the visual information of
the retina, in order to sum up the attraction arising from all the
virtual masses. In other words, the model is not local in space and
also lacks temporal coherence between consecutive frames. Moreover,
being it based on Newtonian gravity, it introduces an instantaneous
propagation of the visual signals, so that a sudden change in the mass
density of a given pixel immediately affects the focus of attention,
regardless of its location on the retina.

Still focusing on predicting human-like scanpaths, this paper pro-
poses a paradigm shift in the computation of the gravitational potential
for modeling attention, following a novel viewpoint that allows the
model to exhibit spatio-temporal locality, and this could also shed light
on the biological processes behind the FOA mechanism [43]. To achieve
this, we introduce an explicit temporal dynamic in the static Poisson
equation, so that the evolution of the potential is described through a
wave-like propagation mechanism. As the velocity of the propagation
goes to infinity, the gravitational model of [41] is recovered. Moreover,
locality allows the computation of the potential to be carried out
independently at each pixel of the retina, so that the proposed model is
very well-suited for Single Instruction Multiple Data (SIMD) specialized
implementations. A detailed experimental analysis confirms that the
information coming from virtual masses is properly transmitted to the
entire retina and, in the case of scanpath prediction in video signals,
the proposed model achieves state-of-the-art results.

2. Methods

2.1. Computing the FOA trajectory in gravitational models

According to the gravitational model of [41], the FOA is modeled
as a point-like particle in a gravitational potential 𝜑0 ∶R2 × [0, 𝑇 ] →

R. At each time instant 𝑡, such potential is determined by the input
video stream, through the mass density function 𝜇(𝑥, 𝑡), where 𝑥 ∈ R2,
that is responsible for ‘‘attracting’’ the focus of attention. Such mass
distribution involves information about the visual details and motion
of the input stream, and it includes an Inhibition Of Return (IOR)
mechanism. In detail, the trajectory of the focus of attention 𝑡 ∈ [0, 𝑇 ] ↦
𝑎(𝑡) ∈ R2, starting at 𝑎(0) = 𝑎0 with velocity �̇�(0) = 𝑎1, is the solution
of the following Cauchy problem (Newton’s second law with damping
term):

⎧

⎪

⎨

⎪

�̈�(𝑡) +𝜛�̇�(𝑡) + ∇𝜑0(𝑎(𝑡), 𝑡) = 0;
𝑎(0) = 𝑎0; (1)
⎩

�̇�(0) = 𝑎1,
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where 𝜛 > 0 and the scalar function 𝜑0 ∶R2 × [0, 𝑇 ] → R is the 2-D
gravitational potential defined as

𝜑0(𝑥, 𝑡) ∶= 1
2𝜋 ∫R2

log 1
|𝑥 − 𝑦|

𝜇(𝑦, 𝑡) 𝑑𝑦. (2)

ere | ⋅ | is the Euclidean norm in R2 and 𝜇∶𝑅 ⊂ R2 × [0, 𝑇 ] → [0,+∞)
is the mass distribution at a certain temporal instant that is present on
the retina and is given by

𝜇(𝑥, 𝑡) = 𝜇1(𝑥, 𝑡) (1 − 𝐼(𝑥, 𝑡)) + 𝜇2(𝑥, 𝑡). (3)

In particular, 𝜇1 = 𝛼1|∇𝑏|, where 𝑏∶R × [0, 𝑇 ] → R is the brightness,
while 𝜇2 = 𝛼2|𝑣|, where 𝑣∶ R × [0, 𝑇 ] → R is the optical flow and
𝛼1 and 𝛼2 are positive parameters. The term 𝐼(𝑥, 𝑡) implements the
IOR mechanism by decreasing the mass distribution associated with
details in those areas of the retina that have already been explored in
the previous moments. This is achieved requiring 𝐼(𝑥, 𝑡) to satisfy the
differential equation

𝐼𝑡 + 𝛽𝐼 = 𝛽 exp(−|𝑥 − 𝑎(𝑡)|2∕2𝜎2), (4)

with 0 < 𝛽 < 1 (𝐼𝑡 is the time derivative of 𝐼).
Due to the integral of Eq. (2), the model of [41] is not local in

space. Furthermore, the fact that 𝜑0 is expressed through this integral
is strictly related to the fact that 𝜑0 satisfies the Poisson equation on
R2: −∇2𝜑 = 𝜇 where ∇2 is the Laplacian in two dimensions. This can
be verified by direct calculation exploiting that (see for example [44]):

1. the function 𝐺(𝑥) ∶= 1∕(2𝜋) log(1∕|𝑥|), defined for 𝑥 ∈ R2, 𝑥 ≠ 0,
is the fundamental solution of Laplace equation (i.e. −∇2𝐺 = 𝛿);

2. to get a solution of the Poisson equation −∇2𝑢(𝑥) = 𝑓 (𝑥) in R2,
when 𝑓 is regular and compactly supported, it is sufficient to
choose 𝑢 as the convolution of 𝐺 with 𝑓 .

2.2. Spatio-temporal local visual attention

Since the mass density 𝜇 is time-dependent and its temporal dy-
namic is synced with the variations of the video, determining the FOA
trajectory requires 𝜑0 to be found at each frame from scratch, thus
ignoring any temporal relation. This is essentially related to the fact
that Poisson equation is an elliptic PDE, and it does not involve any
temporal dynamics. The main idea behind the formulation presented
in this paper is that since we expect that small temporal changes in
the source 𝜇 cause small changes in the solution 𝜑, then it is natural
to model the potential 𝜑 by dynamical equations which prescribe, for
each spatial point 𝑥, how the solution must be updated depending on
its spatial neighborhood at time 𝑡 − 𝑑𝑡. In practice, this is achieved
with a novel formulation based on a hyperbolic wave-like equation
governing the evolution of the potential. Elliptic PDEs are well suited
to describe static equilibrium states, while hyperbolic equations regard
true dynamical processes so that it appears natural to use this kind
of equations to model the FOA mechanism. Unlike [41], the resulting
computational scheme is both local in space and coherent in time.

We introduced an explicit temporal dynamics in the Poisson equa-
tion by considering the following regularization1

𝛾𝜑𝑡𝑡(𝑥, 𝑡) + 𝜆𝜑𝑡(𝑥, 𝑡) = 𝑐2∇2𝜑(𝑥, 𝑡) + 𝜇(𝑥, 𝑡) (5)

where 𝑐 > 0 𝜆 ≥ 0 is the drag coefficient, 𝛾 ≥ 0 and 𝜑𝑡 (𝜑𝑡𝑡) is the first
(second) time derivative of 𝜑. Such equation in one spatial dimension
(and without the source term 𝜇) is known as the telegraph equation
(see [44]). More generally, it describes the propagation of a damped
wave. The pure diffusion case corresponds to 𝛾 = 0, with a diffusion
coefficient equals to 𝛼 = 𝑐2∕𝜆 and a source term of 𝜇(�⃗�, 𝑡)∕𝜆. With 𝛾 = 1
and 𝜆 = 0 we obtain the pure wave equation instead.

1 We refer the reader to Appendix A for an in-depth analysis of hyperbolic
nd parabolic regularizations of the Poisson equation.
3

When paired with the appropriate numerical implementation, the
proposed formulation leads to a computational scheme that is local in
both space and time, which is a fundamental ingredient of biological
plausibility. Spatial locality also opens for significant technological
improvements, since it can be exploited to build computational schemes
that are well-suited for SIMD hardware implementations, allowing a
fast computation of the potential. The following subsection give a
detailed description of the numerical implementation of the proposed
model and the stability limit of the associated (explicit) numerical
schemes.

2.3. Computational schemes

FOA trajectories are determined by solving the ordinary differential
equation (1), once the gravitational potential has been evaluated at the
current FOA position. This can be done by introducing an auxiliary
variable 𝑧(𝑡) = �̇�(𝑡), thus reducing Eq. (1) to a system of first order
quations that can be numerically solved through classical methods
uch as the Euler’s one.2

The complete problem for the PDE (5), with boundary condition,
hat we used in all our experiences is

𝛾𝜑𝑡𝑡(𝑥, 𝑡) + 𝜆𝜑𝑡(𝑥, 𝑡) = 𝑐2∇2𝜑(𝑥, 𝑡) + 𝜇(𝑥, 𝑡) in R2 × (0,+∞);
𝜑(𝑥, 0) = 0, 𝜑𝑡(𝑥, 0) = 0 in R2 × {𝑡 = 0},

(6)

he FOA model proposed in this paper is thus based on Eqs. (6)
long with the inhibition of return equation expressed by (4) and the
OA equation of motion (1), see Fig. 1 for a comparison with [41].
learly, Eq. (6) is local in both space and time, which is a fundamental

ngredient of biological plausibility. Notice that, at a first sight, Eq. (4)
oes not possess spatial locality. While this holds true in any computer-
ased retina, in nature, moving eyes rely on the principle that you
an simply pre-compute exp(−|𝑥 − 𝑎(𝑡)|2∕2𝜎2) by an appropriate foveal
tructure.

This section is dedicated to devising local and stable computational
chemes to evaluate the gravitational potential by solving Eq. (6). We
tart from the trivial consideration that, from a computational point of
iew, all the operations are limited to a finite region of space, the open
nd bounded subset 𝑅 ⊆ R2 that we will denote as the retina. Thus, to
etermine the potential and its time evolution on 𝑅 we have to impose
dditional boundary conditions on 𝜕𝑅. We adopt Dirichlet boundary
onditions, requiring the vanishing of the potential on the boundary,
(𝑥, 𝑡) = 0 on 𝜕𝑅, ∀𝑡. Then, Eq. (6) becomes

𝛾𝜑𝑡𝑡(𝑥, 𝑡) + 𝜆𝜑𝑡(𝑥, 𝑡) = 𝑐2∇2𝜑(𝑥, 𝑡) + 𝜇(𝑥, 𝑡) in 𝑅 × (0,+∞);
𝜑(𝑥, 𝑡) = 0 in 𝜕𝑅 × (0,+∞);
𝜑(𝑥, 0) = 0, 𝜑𝑡(𝑥, 0) = 0 in 𝑅 × {𝑡 = 0}.

(7)

purious reflections originating from the boundary are avoided through
he dumping term since, given an appropriate choice of the parameters,
ut-going waves are suppressed before they can reach the boundary.3

The first step to numerically solve the above update equation is
o discretize both the retina and the time dimension. The former is
iscretized considering a mesh 𝑀 = {(𝑖, 𝑗) ∈ R2 ∶ 𝑖 = 0,…ℎ − 1, 𝑗 =
,… , 𝑤−1} of ℎ×𝑤 points (pixels). The latter is discretized with steps
f length 𝛥𝑡, where 𝛥𝑡 is chosen according to the numerical analysis and
he corresponding stability limits derived in this section. We adopt the
o-called finite difference method, approximating spatial and temporal
erivatives through finite differences. Considering an arbitrary pixel

2 In our implementation, we have exploited a standard numerical routine
scipy.odeint) to perform such a computation.

3 In the experiments, we have also considered an additional area external
o 𝑅, that covers 100 additional pixels on each side. This, other than helping

in avoiding spurious boundary reflections, also fosters the exploration of the
entire visual scene decreasing model’s bias towards the center of the input

stimulus.
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Fig. 1. Comparison between G-Eymol [41] and the proposed local computational scheme. G-Eymol includes an integral on the entire retina, without considering any temporal
dependencies, while the proposed model locally updates the computation both in space and time.
(𝑖, 𝑗) of the retina at a certain time 𝑡, the evaluation of spatial (temporal)
derivatives of the potential in this point will just require the knowledge
of the potential in its adjacent points in space (time). According to
the chosen approximations for the derivatives, the unknown value of
the potential at the following time instant is determined by a set of
algebraic equations (explicit methods) or by a set of coupled equations
(implicit methods). As we will show in what follows, implicit schemes are
less afflicted by numerical instabilities (they are unconditionally stable)
with respect to explicit ones. On the other hand, explicit models are
computationally cheaper and better suited for a parallel or distributed
implementation. Notice that any finite difference scheme devised to
solve the discretized Poisson equation results in a system of coupled
equations, so that the corresponding computational model would still
lack spatial locality other than temporal coherence.

We consider three finite differences algorithms, where two of them
(EX1 and EX2) are explicit and the last one (IMP) is implicit. In the
case of EX1 we consider centered difference approximations for all the
time and spatial derivatives (both of the first and second order),

𝛾
𝜑𝑛+1𝑖,𝑗 − 2𝜑𝑛𝑖,𝑗 + 𝜑

𝑛−1
𝑖,𝑗

𝛥𝑡2
+ 𝜆

𝜑𝑛+1𝑖,𝑗 − 𝜑𝑛−1𝑖,𝑗

2𝛥𝑡
= 𝜇𝑛𝑖,𝑗

+ 𝑐2
(

𝜑𝑛𝑖,𝑗+1 − 2𝜑𝑛𝑖,𝑗 + 𝜑
𝑛
𝑖,𝑗−1

𝛥𝑥2
+
𝜑𝑛𝑖+1,𝑗 − 2𝜑𝑛𝑖,𝑗 + 𝜑

𝑛
𝑖−1,𝑗

𝛥𝑦2

)

,
(8)

where 𝜑𝑛𝑖,𝑗 is the discrete variable of the problem and 𝜇𝑛𝑖,𝑗 is the value
of the density mass function 𝜇(𝑥, 𝑡) on the spatial mesh point 𝑖, 𝑗 at
the time-step 𝑛. In the EX2 scheme, the first order time derivative is
approximated by a forward difference instead:

𝛾
𝜑𝑛+1𝑖,𝑗 − 2𝜑𝑛𝑖,𝑗 + 𝜑

𝑛−1
𝑖,𝑗

𝛥𝑡2
+ 𝜆

𝜑𝑛+1𝑖,𝑗 − 𝜑𝑛𝑖,𝑗
𝛥𝑡

= 𝜇𝑛𝑖,𝑗

+ 𝑐2
(

𝜑𝑛𝑖,𝑗+1 − 2𝜑𝑛𝑖,𝑗 + 𝜑
𝑛
𝑖,𝑗−1

𝛥𝑥2
+
𝜑𝑛𝑖+1,𝑗 − 2𝜑𝑛𝑖,𝑗 + 𝜑

𝑛
𝑖−1,𝑗

𝛥𝑦2

)

.
(9)

As for the IMP scheme, we consider backward finite difference approx-
imations for the time derivatives (both of the first and second order)
and a central one for the spatial derivatives,

𝛾
𝜑𝑛𝑖,𝑗 − 2𝜑𝑛−1𝑖,𝑗 + 𝜑𝑛−2𝑖,𝑗

𝛥𝑡2
+ 𝜆

𝜑𝑛𝑖,𝑗 − 𝜑
𝑛−1
𝑖,𝑗

𝛥𝑡
= 𝜇𝑛−1𝑖,𝑗

+ 𝑐2
(

𝜑𝑛𝑖,𝑗+1 − 2𝜑𝑛𝑖,𝑗 + 𝜑
𝑛
𝑖,𝑗−1

𝛥𝑥2
+
𝜑𝑛𝑖+1,𝑗 − 2𝜑𝑛𝑖,𝑗 + 𝜑

𝑛
𝑖−1,𝑗

𝛥𝑦2

)

.
(10)

One can easily verify that all these three numerical schemes are consis-
tent with the partial differential equation (PDE) in Eq. (7). In particular,
a given numerical scheme is said to be consistent with a PDE if by
reducing the distances among the knots in the space mesh and the
time step size, the exact solution of the PDE satisfies the corresponding
discretized equation at least up to first-order in the step sizes, i.e., the
so-called truncation error is at least a linear function of 𝛥𝑥, 𝛥𝑦 and 𝛥𝑡,
that approaches 0 as 𝛥𝑥, 𝛥𝑦 and 𝛥𝑡 become arbitrary small [45,46].
The accuracy of the EX1 case turns out to be of the second-order both
4

in space and time (quadratic function of the 𝛥 terms), while it is of
the first-order in time and second-order in space in EX2 and IMP. It is
worth noting that, in all the experiment reported in the next sections,
we have always considered the EX2 potential update Eq. (9). This is
because, even if it is less accurate than the EX1 scheme, it is still stable
in the pure diffusion case 𝛾 = 0.

2.4. Stability analysis

We now focus on computing the stability bounds related to EX1,
EX2 and IMP schemes, mainly following the conventions of [47]. The
importance of the stability analysis is emphasized by the fact that, when
paired with the already discussed consistency, it allows us to conclude
on the convergence of the considered schemes, i.e., ensuring that the
numerical solution of the finite difference schemes tends to a solution
of problem (7) as 𝛥𝑥, 𝛥𝑦 and 𝛥𝑡 tend to zero. In particular, convergence
in linear PDEs (that is our case) is an immediate consequence of the
Lax–Richtmyer equivalence theorem, reported below [45,47].

Theorem (Lax–Richtmyer Equivalence Theorem). Given a properly posed
linear initial-value problem and a linear finite-difference approximation
to it that satisfies the consistency condition, stability is the necessary
and sufficient condition for convergence.

The core idea in defining stability is that the temporal evolution
of the chosen numerical scheme should limit the amplification of all
the components of the initial condition, and this also implies the
boundedness of rounding errors as the computations proceeds over
time. Stability is a condition related to the numerical scheme and
its associated solution solely (it makes no reference to the original
PDE). The boundedness of the solution is expressed in terms of its 𝐿2

norm. In order to make the stability analysis easier, we will assume
an unbounded domain, conducting a Fourier analysis of the finite dif-
ference schemes, following the so-called Von Neumann stability analysis
approach [45–48]. Within this assumption, we are implicitly neglecting
instabilities that may emerge from the numerical treatment of the
true boundary conditions.4 Finally, it is worth noting that our stability
analysis will focus on the homogeneous version of Eq. (7). Due to the
Duhamel principle, this will not invalidate our conclusions [47].

We will start describing our stability analysis considering a linear
PDE of the first-order in time with constant coefficients and an asso-
ciated numerical scheme in which time derivatives are approximated
considering two different time instants, indexed by 𝑛 and 𝑛 − 1 (that
is, a single-step numerical scheme). Without loss of generality, we
also restrict to one spatial dimension. Then, we will generalize our
findings to multi-step schemes and, finally, we will include second-
order time derivatives in the original PDE (matching the cases of EX1,

4 Despite of this, the qualitative experimental analysis reported in Ap-
pendix B confirms that our predictions on the various stability limits are quite
accurate and that instabilities originating from the boundaries do not occur.
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EX2, IMP). Given a single-step numerical scheme associated to a linear
PDE of the first-order in time with constant coefficients, we can write
for the Fourier components �̂�𝑛(𝑘) ∶= (2𝜋)−1∕2

∑+∞
𝑗=−∞ 𝑒−𝑖𝑘𝛥𝑥𝑗𝜑𝑛𝑗𝛥𝑥 of the

solution at the time-step 𝑛 (see [47]):

̂ 𝑛(𝑘) = 𝑔 (𝑘𝛥𝑥, 𝛥𝑥, 𝛥𝑡) �̂�𝑛−1(𝑘) (11)

that implies

̂ 𝑛(𝑘) =
(

𝑔 (𝑘𝛥𝑥, 𝛥𝑥, 𝛥𝑡)
)𝑛�̂�0(𝑘) , (12)

where 𝑘𝛥𝑥 ∈ [−𝜋 , 𝜋] and we are considering each Fourier component
separately thanks to the linearity of the scheme. We indicated with
function 𝑔 what is known as the amplification factor, that regulates the
amplification of each component. The Von Neumann stability condition
– a necessary and sufficient one in this particular case – requires

∃𝐾 > 0 ∶ |𝑔| ≤ 1 +𝐾𝛥𝑡, ∀ 𝑘𝛥𝑥 ∈ [−𝜋 , 𝜋] . (13)

In the case of multi-steps schemes, the analysis involves the computa-
tion of the roots of the so-called amplification polynomial 𝛷(𝑔), which
in general depends on 𝑘𝛥𝑥, 𝛥𝑥 and 𝛥𝑡. This can be defined as the
polynomial obtained substituting 𝜑𝑛𝑗 = 𝑔𝑛𝑒𝑖𝑘𝛥𝑥𝑗 in the homogeneous
version of the selected finite difference scheme and then canceling
out the common factors 𝑔𝑛𝑒𝑖𝑘𝛥𝑥𝑗 (see [47] for details), where 𝑖 is the
maginary unit. In general, considering a scheme involving 𝜏 time steps
that is, 𝜏 + 1 different time instances), 𝛷 is a polynomial of order 𝜏 in
. The resulting stability criteria is analogous to Eq. (13). In particular,
ndicating with 𝑔𝑖’s the roots of the amplification polynomial, the
tability condition is

𝐾 > 0 ∶ |𝑔𝑖| ≤ 1 +𝐾𝛥𝑡, ∀ 𝑘𝛥𝑥 ∈ [−𝜋 , 𝜋] , ∀ 𝑖. (14)

onsidering schemes associated to second-order equations, the am-
lification polynomial 𝛷 has always at least two roots,5 and the
oalescence of two different roots near the unit circle is allowed [47].
n order to keep the following derivations more manageable, we
rop the dependence on 𝐾 in (14) by requiring a stronger stability
ondition6

𝑔𝑖| ≤ 1,∀ 𝑘𝛥𝑥 ∈ [−𝜋 , 𝜋] , ∀ 𝑖, (15)

o that, according to the classification of [47,49], our amplification
olynomials must be of the second-order Von Neumann type.7

All the schemes we have analyzed (EX1, EX2, IMP) consider just
hree different time instants. Then, the corresponding amplification
olynomials are of the second order in 𝑔 (with real coefficients) and the
ultiplicity condition on their roots is automatically satisfied, since the

oalescence of two roots is allowed. Then, in the cases of our interest,
he amplification polynomials always assume the form

(𝑔) = 𝐴 + 𝐵𝑔 + 𝐶𝑔2 , (16)

here 𝐴, 𝐵 and 𝐶 are real constants. In order to easily determine if
heir roots lie in the unit circle, we can finally exploit the following
emma [49].

emma 1. The two roots 𝑔𝑖 of a polynomial of the form (16) lie in the
nit disk (|𝑔𝑖| ≤ 1), iff either:

1 (𝐶 − 𝐴) (𝐶 + 𝐴) > 0 and (𝐵 − 𝐴 − 𝐶) (𝐵 + 𝐴 + 𝐶) ≤ 0
2 (𝐶 − 𝐴) = 0 and (𝐵 − 2𝐴) (𝐵 + 2𝐴) ≤ 0
3 (𝐶 + 𝐴) = 0 and 𝐵 = 0

5 In order to properly approximate a second order time derivative, three
ifferent time levels are required at least.

6 In principle, one has to require this restricted condition only when the
mplification polynomial 𝛷 does not depend on 𝛥𝑥 and 𝛥𝑡.

7 Its roots 𝑔𝑖 lie in the unit circle |𝑔𝑖| ≤ 1 and the multiplicity of those roots
5

for which |𝑔𝑖| = 1 is at most 2. M
For the EX1 scheme one finds that (for the derivations of the results
presented below, see Appendix B)

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

𝐶 = 𝛾 + 𝜆𝛥𝑡
2

𝐵 = −2𝛾 + 4
(

𝐶2
𝑥 sin

2
(

𝑘𝑥𝛥𝑥
2

)

+ 𝐶2
𝑦 sin

2
(𝑘𝑦𝛥𝑦

2

))

𝐴 = 𝛾 − 𝜆𝛥𝑡
2

(17)

where 𝐶𝑥 = 𝑐𝛥𝑡∕𝛥𝑥, 𝐶𝑦 = 𝑐𝛥𝑡∕𝛥𝑦 and (𝑘𝑥, 𝑘𝑦) are the components of the
two-dimensional wave vector. The scheme is conditionally stable and,
according to the Von Neumann stability condition (15) and Lemma 1,
we have to require 𝐶2

𝑥 + 𝐶2
𝑦 ≤ 𝛾 for 𝛾 > 0, 𝜆 > 0 (point 1 of Lemma 1,

(𝐶 − 𝐴)(𝐶 + 𝐴) = (𝜆𝛥𝑡∕2)(2𝛾) > 0), 𝐶2
𝑥 + 𝐶2

𝑦 ≤ 𝛾 for 𝛾 > 0, 𝜆 = 0 (point
2, 𝐶 − 𝐴 = 0), while for 𝛾 = 0 and 𝜆 > 0 the scheme is unstable
point 3, (𝐶 + 𝐴) = 0 but 𝐵 > 0 for a general wave vector (𝑘𝑥, 𝑘𝑦)).
he EX2 is conditionally stable as well. The amplification polynomial

s determined by

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐶 = 𝛾+𝜆𝛥𝑡

𝐵 = −2𝛾−𝜆𝛥𝑡+4
(

𝐶2
𝑥 sin

2
(

𝑘𝑥𝛥𝑥
2

)

+𝐶2
𝑦 sin

2
(𝑘𝑦𝛥𝑦

2

))

𝐴 = 𝛾

(18)

and we have to require the stability bound 𝐶2
𝑥 +𝐶

2
𝑦 ≤ 𝛾 + 𝜆𝛥𝑡∕2 for 𝛾 ≥

0 , 𝜆 ≥ 0 with (𝛾, 𝜆) ≠ (0, 0) (point 1, (𝐶−𝐴)(𝐶+𝐴) = (𝜆𝛥𝑡)(2𝛾+𝜆𝛥𝑡) > 0 if
𝜆 ≠ 0 and point 2 if 𝜆 = 0). Finally, the IMP scheme is unconditionally
stable. The amplification polynomial is given by

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐶 = 𝛾+𝜆𝛥𝑡+4
(

𝐶2
𝑥 sin

2
(

𝑘𝑥𝛥𝑥
2

)

+𝐶2
𝑦 sin

2
(𝑘𝑦𝛥𝑦

2

))

𝐵 = −2𝛾−𝜆𝛥𝑡

𝐴 = 𝛾

(19)

nd the stability condition (15) is always satisfied for 𝛾 ≥ 0 , 𝜆 ≥ 0 with
𝛾, 𝜆) ≠ (0, 0) (point 1, (𝐶−𝐴)(𝐶+𝐴) > 0 and (𝐵 − 𝐴 − 𝐶) (𝐵 + 𝐴 + 𝐶) ≤ 0
(𝑘𝑥𝛥𝑥, 𝑘𝑦𝛥𝑦) ∈ (−𝜋∕2, 𝜋∕2)). We confirmed the validity of the reported

tability bounds by means of a concrete experimental activity, reported
n Appendix B.

. Experimental setup

We evaluated the proposed model in the scanpath prediction task
nd, for completeness, also in saliency prediction, comparing it with
everal state-of-the-art models. In this Section, we describe all the
etails involved in our experimental activity.

.1. Datasets

We considered different human eye-tracking datasets, that represent
ell-established benchmarks for the evaluation of computational mod-
ls of visual attention. In particular, in the scanpath prediction task
e used four datasets, that are MIT1003 [50], TORONTO [51], KOOT-
TRA [52], SIENA12 [53], for a total of 1234 input stimuli. All these
atasets provide temporal information of human visual explorations
ollected in free-viewing conditions. Human subjects were exposed to
he stimulus from 3 up to 5 s. In the case of dynamical input stimuli,
e have considered the COUTROT database 1 [54], which contains 60
ifferent videos. The temporal resolution of each video is 25 frames
er second and their average length is 17 seconds. Also in this case
ye-tracking data were collected in free-viewing conditions, and 72
ubjects were exposed to 4 different auditory conditions. To evaluate
he performance of the model in the saliency prediction task, we have
onsidered the CAT2000 [55] and MIT300 [56] datasets, provided by
he MIT Saliency Team [57,58]. The CAT2000 test set includes 2000
nput stimuli, grouped into 20 different semantic categories, while the
IT300 dataset consists of 300 stimuli.
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3.2. Experimental details, parameter selection and sensitivity analysis

In each experiment, all the images and video frames have been
resized to 224 × 224 pixels and converted to gray-scale. We have also
ncluded 100 additional pixels on each side of the image to avoid
purious boundary reflections and to foster the exploration of the entire
isual scene. For each tested model, 10 different visual explorations
ave been generated for each stimulus numerically integrating Eq. (1),
nitializing the system with various randomly generated initial condi-
ions. In all the experiments, the potential has been always computed
hrough the EX2 update Eq. (9). Different initializations result in dif-
erent FOA trajectories and slightly differing dynamics of the potential,
ue to the IOR mechanism of Eq. (4). Therefore, in the proposed
odel, randomness is injected in the initial conditions and not in the
ynamic of the FOA itself, as, for example, is done in [30]. Since
ur goal is to emulate human scanpaths, some sort of randomness is
ecessary to take into account the stochasticity exhibited by different
uman subjects when looking at the same scene, or even by the same
ubject when inspecting an identical stimulus more times. Since human
ubjects during free-viewing are usually asked to look at a target point
n the center of the screen before a visual stimulus is presented, we
ave initialized the FOA position within a range of 2.5◦ of visual angle
rom the center of the stimulus, with a random initial velocity close to
ero. Then, each scanpath has been obtained numerically integrating
q. (1). Finally, whenever we needed to extract fixations, we did it
y processing the continuous simulated scanpaths according to the
ollowing criteria. Given a spatial threshold 𝑟max and a temporal one
min, a fixation is detected in a certain position if the FOA lies in
he corresponding surrounding area (determined by 𝑟max) for at least
min. To this end, we have exploited the Python PYGAZE package [59]
hat extracts fixations from raw data of eye-tracker devices. Threshold
alues have been set with default ones, that are designed to extract
uman-like fixations (𝑟max = 25 pixels, 𝑡min = 100ms). See Fig. 4 for
ome examples of fixation lists generated by our model.

In order to determine the optimal values for the hyper-parameters of
ur model, we performed several qualitative preliminary experiences,
onsidering video streams acquired from webcams and multiple images
aken from the web, testing different configurations. We considered the
X2 scheme, setting the frame-rate 𝛥𝑡−1 to 142 s−1, to remain within the
tability limit of the explicit scheme. Without loss of generality, we set
= 1 in Eq. (6)—it is always possible to rescale 𝑐, 𝜆 and 𝜇 (through

1 and 𝛼2) accordingly. Considering the parameters that belong to the
ain equations of our model, i.e., Eqs. (1), (3), (4), (6), we identified

n 𝜛 = 1, 𝛼1 = 0.5, 𝛼2 = 20, 𝛽 = 0.1𝛥𝑡, 𝜎 = 3650, 𝑐 = 100, 𝜆 = 10 a con-
iguration that performed in an appropriate manner during our initial
xperiences. The force acting on the FOA particle has been also rescaled
y a constant multiplicative factor, i.e., −∇𝜑 → −𝑧∇𝜑 and 𝑧 has been
et to 3⋅106 after the preliminary tests. Then, we analyzed the sensitivity
f the model to changes in 𝑐, 𝜆, 𝛼1, 𝛼2, that we considered to be the key
yper-parameters. Fig. 2 illustrates the outcome of scanpath prediction
xperiments, using three exemplar videos from the COUTROT dataset
nd checking the MultiMatch indices (see Section 3.3). The top row
f Fig. 2 shows how doubling or halving the initial guess of 𝜆 = 10
riggers evident changes in the results, while doing the same to the
uessed 𝑐 = 100 is less critical. From the bottom row of Fig. 2 we see
hat the sensitivity to changes of 𝛼1 and 𝛼2 (halving or doubling them,
lmost) is pretty limited when increasing or decreasing the previously
escribed guesses, since the range of values in the vertical axis is
ery small. For these reasons, in the scanpath prediction experiments
e cross-validated 𝜆 in {0.5, 1, 10, 50, 100}, while we kept fixed the
alues of the other parameters. In the case of saliency prediction,
yper-parameters 𝑐𝑏 and 𝜎blur (see Section 3.4) are associated with
ets of values, since they are subject to cross-validation jointly with
. The validation data consist of one tenth of the CAT2000 training
ata (saliency), the MIT1003 (scanpath-images/saliency) datasets, and
few left-out videos from COUTROUT (scanpath-video), respectively.
able 1 summarizes the values of all the hyper-parameters used in the
xperiments of this paper or the sets of values from which they are
elected for cross-validation.
6

i

Table 1
Parameters involved in different parts of the experimental setup and their associated
values (see the main text for details). When a set of values is reported, the optimal value
of the associated hyper-parameter is obtained by cross-validation, comparing values
taken from the set.

Description Hyper-parameters

Frame rate 𝛥𝑡−1 = 142 s−1

FOA trajectory Eq. (1) dissipation 𝜛 = 1
Mass distribution Eq. (3) details 𝛼1 = 0.5,

motion 𝛼2 = 20
IOR Eq. (4) 𝛽 = 0.1∕𝛥𝑡,

𝜎 = 3650
Grav. potential Eq. (6) 𝛾 = 1,

velocity 𝑐 = 100,
drag 𝜆 ∈ {0.5, 1, 10, 50, 100}

Force multiplicative factor 𝑧 = 3 ⋅ 106

FOA initialization 2.5◦ of visual angle from the center
Fixations - PYGAZE [59] 𝑟max = 25 pixels (default value),

𝑡min = 100 ms (default value)
Saliency prediction 𝑘size = (501, 501),

𝑐𝑏 ∈ {0, 0.2, 0.4, 0.6, 0.8, 1},
𝜎blur ∈ {10, 25, 50, 75, 100, 125, 150,

175, 200, 250, 300}

3.3. Metrics for scanpath evaluation

As explained in the nice reviews of [60,61], various alternatives
exist to evaluate the quality of simulated list of fixations with respect
to the ground truth ones, each one having its own pros and cons. In
our experiments, we have considered the well-established MultiMatch
algorithm [62,63] for gaze path comparison, exploiting the Python im-
plementation of [64]. This is a vector-based metric that evaluates five
different properties of the simulated scanpaths: shape, length, direction,
osition and duration. Scanpaths are described as the ordered sequences
f saccadic vectors connecting consecutive fixations. Input sequences
ay be simplified by merging close fixations according to the saccades’

mplitude and subsequent fixations along the same direction. This
educes the computational burden and makes irrelevant differences
etween scanpaths not affect the final result. On the other hand, this
implification makes it not clear how robust each measure is to varia-
ions of the input scanpaths [60]. For this reason, we have chosen to not
implify the input sequences in our experiments. Nevertheless, we have
lso verified that the final results were almost the same. The eventually
implified scanpaths are then temporally aligned according to their
hape through the Dijkstra algorithm [65], so that aligned saccadic
ectors pairs (𝑢𝑖, 𝑣𝑗 ) are finally compared on the basis of the above
ive different features. The shape score computes the average difference
etween aligned vectors |𝑢𝑖−𝑣𝑗 |, normalized by 2𝜉, where 𝜉 is the retina

diagonal. The length score directly compares the average difference
between the amplitude of these vectors |𝑢𝑖| − |𝑣𝑗 |, normalized by 𝜉.
The direction score considers the average angular difference between
𝑖 and 𝑣𝑗 and it is normalized by 𝜋. The position score is the average
uclidean distance between aligned fixations, normalized by 𝜉. Finally,
he duration score considers the average difference in the temporal
uration of aligned fixations and it is normalized by the maximum
uration between the two. The resulting similarity metrics lie in the
ange [0, 1], where 0 (1) stands for maximal dissimilarity (similarity)
ith respect to the given measure.

.4. Saliency maps from continuous scanpaths

Even if the proposed model is designed to simulate human-like
canpaths, saliency maps can be still obtained as by-products following
he procedure here presented. For each stimulus, 10 different scanpaths
ave been generated through the numerical integration of Eq. (1)
nd fixations have been extracted from those continuous scanpaths.
or the saliency prediction task, each scanpath has been generated

n 10 seconds of exploration. Moreover, we again underline that each



Neurocomputing 560 (2023) 126775L. Faggi et al.

d
t
a
N
p
f
o
c
(

t

3

r
c
m
o
w
t

Fig. 2. Sensitivity of the proposed model to changes in the key parameters. We have considered the scanpath prediction task on three exemplar videos from the COUTROT dataset.
The last column depicts the average of the five multimatch indices. In the first row (𝛼1 , 𝛼2) have been fixed to (0.5, 20), while in the second row (𝑐, 𝜆) = (100, 10).
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ifferent visual exploration corresponds to a different initialization of
he FOA position and velocity. Saliency maps are then obtained by
ccumulating the extracted fixations in the so-called fixation maps.
ext, we have applied a Gaussian smoothing (defined by the hyper-
arameters 𝜎blur and the dimension of the Gaussian filter 𝑘size) to each
ixation map to obtain some intermediate saliency maps. Finally, in
rder to improve the performance of the model [21,66,67], we have
ombined these intermediate results (𝑆map) with a center bias prior
𝑆cb) according to the following equation

(1 − 𝑐𝑏)𝑆map + 𝑐𝑏 𝑆cb , 𝑐𝑏 ∈ [0, 1] , (20)

o get the final saliency maps.

.5. Metrics for saliency evaluation

Different metrics exist to evaluate the generated saliency maps with
espect to the ground-truth fixations, see [66] for a review. We have
onsidered the ones of the MIT saliency benchmark [57]. Some of these
etrics (AUC, NSS) directly take into account human fixations, while

thers (SIM, EMD, CC and KL) compare the simulated saliency maps
ith the ground-truth ones that are obtained applying a Gaussian blur

o the corresponding human fixation maps. In detail:

• Area Under the ROC Curve [50] (AUC). The saliency map is treated
as a binary classifier to distinguish between pixels being fixated
or not. The Receiver Operating Characteristic (ROC) curve is
assessed, considering the true and false positive rates at various
thresholds. The AUC metric measures the area under the ROC
curve. The true positive rate is evaluated as the proportion of
fixations above the specific threshold over the total number of fix-
ations, while the evaluation of the false positive rate depends on
the specific implementation. In the AUC-Judd one, it corresponds
to the proportion of non-fixated pixels in the thresholded saliency
map over the total number of non-fixated pixels. The AUC-Borji
implementation [68] considers instead a uniform random sample
of ℎ pixels and the false positive ratio is equal to the number
of those random pixels above the selected threshold over ℎ. In
particular, ℎ is fixed to be equal to the corresponding number of
fixations. Finally, in the shuffled-AUC (sAUC) version [69], false
positives are sampled considering fixations from other images and
the false positive ratio corresponds to the number of fixated pixels
over the total number of fixations. This, in turn, mitigates the
performance of all those models predicting fixations with a strong
center bias.

• Normalized Scanpath Saliency [70] (NSS). It measures the mean
saliency value at fixated locations of the saliency map, normalized
with zero mean and unit variance.

• Similarity metric (SIM). It measures the similarity between sim-
ulated and ground-truth saliency maps, viewed as histograms.
Having normalized the input saliency maps, it is computed as the
7

sum of the minimum saliency value at each pixel. The resulting
score lies in (0, 1) interval, where a null score indicates no overlap
between the input maps while a score = 1 means that they are the
same distribution.

• Pearson’s Correlation Coefficient (CC). The input saliency maps
are considered as two random variables. Their linear correlation
coefficient is given by their covariance over the product of their
standard deviations.

• Earth Mover’s Distance (EMD). Also known as Wasserstein metric,
it measures the distance between two probability distributions
evaluating the minimum cost that must be paid to turn one distri-
bution into the other. Intuitively, we can consider one distribution
as a pile of dirt spread in a certain region, and the other as a
collection of holes. The EMD then measures the least amount
of work that is needed to fill the holes of one distribution with
the dirt of the other. An EMD score = 0 means that the two
input distributions are the same. The EMD measure is practically
computed by solving an instance of the well-known transportation
problem [71].

• KL divergence (KL) It is the standard Kullback–Leibler diver-
gence and measures the loss of information when the simulated
saliency map is used to approximate the ground-true one. The KL
divergence is 0 if and only if the input distributions are the same.

. Results

.1. Running times of local and non-local models

To highlight the benefits of the spatially local and temporal coherent
omputation of the potential characterizing the proposed model, we
ompared it with its mostly related competitor, G-Eymol [41]. Models
ased on a saliency maps may also be exploited to generate scanpaths
hrough the winner-take-all mechanism [19] or probabilistic samplings.
evertheless, since they assume a completely different computational

tructure, they are not included in this comparison. Moreover, note
hat within the saliency approach, the spatial and temporal continuity
nherent to the phenomenon of overt spatial attention is lost. We con-
idered a PyTorch-based implementation of the proposed model8 and
he original implementation of G-Eymol made available by the authors.

e have selected 3 images from MIT1003 data [50] and 3 videos from
OUTROT data [54] (cumulative length of 63 seconds at 25 frames per

second), running the algorithms with the best parameters found in the
scanpath prediction experiments (see the parameter selection proce-
dure illustrated in Section 3.2), both on an Intel i9 CPU 2.3 GHz with
8 cores and on a GPU NVIDIA GeForce 1080 Ti with 3584 CUDA cores.
While the former has limited parallel computational capabilities, the
latter allows us to exploit a stronger level of parallelism in performing
operations with tensors. G-Eymol processed visual streams at 25 frames
per second, while our local model was provided with streams at 142

8 Freely downloadable at https://gitlab.com/mela64/localfoa

https://gitlab.com/mela64/localfoa
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Fig. 3. Time (in seconds – average) to process image data (top row) or video data (bottom row) for different input resolutions. (a) CPU; (b) GPU. The 𝑥-axis is the factor that
down-scales the size of the area on which the integral of Eq. (2) is computed – it only affects G-Eymol. As far as our model is concerned, no sub-selection of the visual scene is
done at all. In fact, in order to consistently propagate visual information along the time dimension without constraining the focus of attention to a given area, the value of the
potential is evaluated, for each time step, on each pixel of the retina. The GPU case also includes the time it takes to transfer data to the GPU memory.
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frames per second to guarantee numerical stability (the original video
frames are artificially repeated to match such a rate). In the case of
images, streams consist of the same images repeated for 10 s at 25
frames per second, while videos are processed up to their natural end.

Fig. 3(a) and 3(b) report the average computational times in the
case of CPU and GPU, respectively (top: images; bottom: videos),
for high-resolution visual streams, in which the benefits of parallel
computational schemes are more evident. We also considered the case
in which we restrict the computation of the potential in G-Eymol to
a squared area of edge 𝑞 ⋅ 𝑤 around the coordinates of the focus of
attention, being 𝑤 the width of each image/frame and 𝑞 the value
reported in the horizontal axis of Fig. 3 (when 𝑞 = 1 the full im-
age/frame is considered). Notice that the GPU case also includes the
time it takes to transfer data to the GPU memory, and in both CPU
and GPU cases we precomputed the optical flow. Results show that the
proposed local scheme strongly benefits from parallel hardware, while
G-Eymol, due to its non-local nature, struggles with larger resolutions.
In G-Eymol, when 𝑞 = 1, no data sub-selections are performed, making
t sometimes faster than when using smaller 𝑞. In the case of GPU both
he algorithms are faster, but it is evident that our model performs in a
imilar manner when increasing the resolution, confirming the crucial
ole of the local computational scheme. Reducing the area in which
ravitational potential is integrated allows G-Eymol to gain speed, but
t will not be able to consider details out of the restricted area, thus
imiting the capabilities of the attention mechanism. Differently, the
roposed model propagates the local information over the whole frame
ithout any restrictions, but it requires processing streams with a larger

emporal resolution to make the propagation effective. However, the
otal computational time is still smaller than the one of G-Eymol. Going
eyond the parallelism introduced by the tensor-related operations in
yTorch, the parallelism of the pixel-wise local computational units
ould have been even more evident when using, for example, specific
mplementations for custom hardware.

.2. Scanpath prediction

The scanpath prediction task consists of predicting the sequence
8

f fixations that a human subject performs in free-viewing conditions
hen presented with a certain stimulus. Not only the spatial location
f fixations is evaluated, but also their temporal order so that the FOA
emporal dynamic plays a crucial role in this task. Considering static
nputs, the proposed model is compared with other three unsupervised
odels designed to predict scanpaths (G-Eymol [41], Eymol [40] and
LE [30]). We also considered the classical Itti’s model [20], two differ-
nt baselines (Random and Center) and two state-of-the-art supervised
aliency maps models (SAM-Resnet [23] and Deep Gaze II [72]), as
reference. Whenever possible, we used the authors’ original imple-
entation to generate fixation sequences. The Random and Center

aselines sample fixations from the entire visual scene either uniformly
r considering a Gaussian prior [50], respectively. Parameters of G-
ymol and Eymol have been set to their optimal values as reported
n the corresponding original papers, according to various scanpath
etrics. SAM-ResNet and Deep Gaze II, being them supervised models,
ere both trained on the SALICON dataset [73], and Deep Gaze II was
dditionally fine-tuned on MIT1003 [50]. Itti’s saliency maps have been
enerated according to the original procedure presented in [20] and
hese have also been the starting point to generate CLE’s fixations, using
efault parameters. Considering the strictly saliency-oriented models
AM-Resnet and Itti, the sequences of fixations have been generated
pplying the winner-take-all algorithm instead [19]. For Deep Gaze
I, the same procedure has been adopted, with the only difference
hat fixations have been sampled from the resulting saliency map,
onsidered as a probability density distribution. It is worth noting that,
or each model, human sequences of fixations have been compared with
imulated list of fixations of the same length.

We chose the Multimatch metrics [62,63] for the quantitative eval-
ation of the proposed model since, with respect to other evaluation
ndices and as explained in Section 3.3, they provide information
bout different specific attributes of the simulated scanpaths (shape,
irection, length, position and duration). Results are reported in Table 2
top portion), where the Multimatch-duration metric is shown only
or those models that predict the temporal length of each fixation.
s suggested by [74], results are shown in terms of mean and best

prediction scores. In the case of mean, scores are averaged over all

subjects in the dataset. In the case of best we consider, for each
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Table 2
Scanpath prediction scores on the collection of image datasets MIT1003 [50], TORONTO [51], KOOTSTRA [52], SIENA12 [53], and on videos of the COUTROT dataset
[54]. Human sequences of fixations have been compared with simulated list of fixations of the same length. In the case of videos, fixations lists have been extracted from scanpaths
whose length was equal to the entire length of the input videos (in Eymol the number of extracted fixations was always almost null, so lists of fixations have been defined by
sampling the gaze position every half second). The ‘‘mean score’’ is the average of the various results considering, for each stimulus, each possible combination of simulated and
uman scanpaths. On the other hand, the ‘‘best score’’ considers, for each stimulus and simulated scanpaths, only the subject that best matches with that simulated scanpath,
ccording to the metric under analysis. The standard deviation of these scores is also reported in brackets. The SPV columns specifies supervised models—best in bold among
nsupervised ones.

Model SPV MULTIMATCH

Shape Direction Length Position Duration

mean best mean best mean best mean best mean best

CO
LL

EC
TI

O
N

O
F

IM
AG

ES

OUR (𝜆 = 100) No 0.93
(0.03)

0.97
(0.01)

0.59
(0.16)

0.82
(0.08)

0.90
(0.05)

0.97
(0.02)

0.80
(0.08)

0.90
(0.04)

0.53
(0.13)

0.75
(0.08)

G-Eymol [41] No 0.90
(0.04)

0.94
(0.02)

0.68
(0.15)

0.86
(0.06)

0.89
(0.06)

0.95
(0.03)

0.82
(0.06)

0.90
(0.04)

0.55
(0.14)

0.76
(0.08)

Eymol [40] No 0.88
(0.07)

0.93
(0.05)

0.62
(0.16)

0.83
(0.07)

0.84
(0.12)

0.92
(0.08)

0.67
(0.11)

0.77
(0.10)

0.45
(0.20)

0.67
(0.19)

CLE [30] No 0.92
(0.04)

0.96
(0.02)

0.64
(0.15)

0.84
(0.06)

0.90
(0.05)

0.96
(0.02)

0.79
(0.09)

0.89
(0.05)

– –

Itti [20] No 0.90
(0.06)

0.95
(0.04)

0.65
(0.15)

0.85
(0.07)

0.87
(0.09)

0.95
(0.05)

0.73
(0.11)

0.82
(0.09)

– –

Center No 0.86
(0.04)

0.90
(0.03)

0.65
(0.15)

0.84
(0.06)

0.82
(0.08)

0.91
(0.05)

0.75
(0.06)

0.83
(0.04)

– –

Random No 0.84
(0.05)

0.89
(0.03)

0.65
(0.15)

0.84
(0.06)

0.79
(0.09)

0.89
(0.06)

0.72
(0.07)

0.81
(0.05)

– –

SAM-ResNet [23] Yes 0.94
(0.03)

0.98
(0.01)

0.64
(0.17)

0.85
(0.07)

0.90
(0.06)

0.97
(0.02)

0.84
(0.09)

0.94
(0.04)

– –

Deep Gaze II [72] Yes 0.90
(0.04)

0.94
(0.02)

0.67
(0.15)

0.86
(0.05)

0.88
(0.06)

0.95
(0.03)

0.81
(0.07)

0.89
(0.04)

– –

CO
U

TR
O

T
VI

DE
O

S

OUR (𝜆 = 10) No 0.94
(0.02)

0.97
(0.01)

0.73
(0.07)

0.86
(0.04)

0.93
(0.04)

0.97
(0.01)

0.83
(0.05)

0.90
(0.03)

0.52
(0.12)

0.72
(0.05)

G-Eymol [41] No 0.94
(0.02)

0.97
(0.01)

0.71
(0.10)

0.85
(0.05)

0.93
(0.04)

0.97
(0.01)

0.83
(0.05)

0.91
(0.04)

0.51
(0.12)

0.72
(0.06)

Eymol [40] No 0.94
(0.01)

0.96
(0.01)

0.72
(0.06)

0.83
(0.03)

0.93
(0.02)

0.96
(0.01)

0.84
(0.05)

0.90
(0.03)

– –

Center No 0.87
(0.02)

0.91
(0.02)

0.72
(0.06)

0.84
(0.03)

0.84
(0.05)

0.91
(0.02)

0.75
(0.03)

0.82
(0.03)

– –

Random No 0.86
(0.03)

0.90
(0.02)

0.71
(0.06)

0.83
(0.03)

0.81
(0.06)

0.89
(0.03)

0.73
(0.04)

0.80
(0.03)

– –
t
o
Q
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t
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d
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simulated scanpath, only the human scanpath that best matches it.
At a first glance, the supervised SAM-ResNet [23] outperforms all the
others, due to the possibility of learning semantic characteristics of the
scenes in a data-driven approach, which highly correlates with human
visual attention [75,76]. However, the proposed model is one of the
best among unsupervised models, with performance comparable with
the other supervised saliency model we have tested, Deep Gaze II [72].

As far as videos are concerned, saliency models are not included in
the comparison since the procedure to extract fixations from saliency
maps is defined for static images only. For the same reason, the CLE
model is no longer considered either. Concerning G-Eymol, Eymol and
the model here proposed scanpath simulations last the total length of
the corresponding input video.9 The random and center models are still
evaluated comparing list of fixations of the same length instead. Results
are summarized in Table 2 (bottom part). We can observe how the
proposed model reaches, with a fully spatio-temporal local implemen-
tation, state-of-the-art results equaling (or in some cases overcoming)
the performance of G-Eymol [41].

4.3. Saliency prediction

The saliency prediction task consists of generating saliency maps
to predict the probability of each pixel to be attended by a human
subject during free-viewing [77]. When analyzing still images, the

9 In the case of Eymol, since the number of extracted fixations was always
lmost null, lists of fixations have been defined by sampling the gaze position
very half second and have been compared with the ground true ones
haracterized in the same way.
9

temporal dynamic of the visual exploration is no longer considered,
and only the spatial location of the various fixations is meaningful.
For this reason, as already remarked, the proposed model is not de-
signed to directly compute saliency maps, even if they can be obtained
as by-product, that is what we experimentally evaluated. As already
described in Section 3.4, the procedure we have exploited to obtain
saliency maps from continuous scanpaths essentially consists of col-
lecting fixations from different scanpaths and applying a Gaussian
smoothing with an additional center bias prior. Considering one tenth
of the CAT2000 [55] training and the MIT1003 [50] datasets, we
have performed a grid search on the (𝜆, 𝜎blur , 𝑐𝑏) parameters. The di-
mension of the Gaussian filter has been set to (501, 501). We found
hat

(

𝜆 = 0.5, 𝜎blur = 100, 𝑐𝑏 = 0.2
)

maximizes the saliency performance
n both the training datasets with respect to the AUC-Judd metric.
ualitative results are shown in Fig. 4 together with the associated
round-truth maps.

We compared our model with competitors already considered in
he scanpath prediction task10 and some others, that are the bottom-up
nsupervised saliency models AIM [51] and GBVS [78] and the data-
riven ones DeepFix [79] and MSI-Net [80]. The results for all these
ompetitors are computed and provided by the MIT saliency bench-
ark [57]. Results on the CAT2000 and MIT300 [56] test datasets

re summarized in Table 3 (top and bottom part, respectively). We
otice that supervised models maintain the state of the art in the
stimation of saliency. This is again due to the possibility of learning
emantic properties of the input image in a data driven-way. However,

10 The CLE [30] model is not included and the results of Deep Gaze II [72]
are available only for the MIT300 dataset.
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Fig. 4. Some input stimuli along with the fixations coming from one exemplar scanpath (first column). The first (last) fixation is represented by the darkest (brightest) dot.
Ground-truth saliency maps are on the second column, while the simulated ones (

(

𝜆 = 0.5, 𝜎blur = 100, 𝑐𝑏 = 0.2
)

) are on the right. Images come from the MIT1003 dataset.
Table 3
Saliency prediction scores, CAT2000 dataset [55] and MIT300 dataset [56]. The results for other competitors may be found at http://saliency.mit.edu/results_cat2000.html
(CAT2000) and http://saliency.mit.edu/results_mit300.html (MIT300). In our method, the chosen hyper-parameters are 𝜆 = 0.5, 𝜎blur = 100 and 𝑐𝑏 = 0.2. Best in bold. ↓ (↑) means
that lower (higher) results are better. The SPV column specifies supervised models.

Model SPV AUC-Judd(↑) SIM(↑) EMD(↓) AUC-Borji(↑) sAUC(↑) CC(↑) NSS(↑) KL(↓)

CA
T2

00
0

OUR No 0.82 0.51 3.09 0.81 0.52 0.58 1.39 0.79
G-Eymol [41] No 0.81 0.50 2.61 0.65 0.53 0.54 1.38 3.65
Eymol [40] No 0.83 0.61 1.91 0.76 0.51 0.72 1.78 1.67
GBVS [78] No 0.80 0.51 2.99 0.79 0.58 0.50 1.23 0.80
AIM [51] No 0.76 0.44 3.69 0.75 0.60 0.36 0.89 1.13
Itti [20] No 0.56 0.34 4.66 0.53 0.52 0.09 0.25 6.71

CenterBias No 0.83 0.42 4.31 0.81 0.50 0.46 1.06 1.13
Random No 0.50 0.32 5.30 0.50 0.50 0.00 0.00 2.00

SAM-ResNet [23] Yes 0.88 0.77 1.04 0.80 0.58 0.89 2.38 0.56
DGII [72] Yes – – – – – – – –
DeepFix [79] Yes 0.87 0.74 1.15 0.81 0.58 0.87 2.28 0.37
MSI-Net [80] Yes 0.88 0.75 1.07 0.82 0.59 0.87 2.30 0.36

M
IT

30
0

OUR No 0.78 0.46 3.88 0.77 0.54 0.44 1.07 1.01
G-Eymol [41] No 0.76 0.39 4.45 0.60 0.54 0.35 0.91 5.61
Eymol [40] No 0.77 0.46 3.64 0.72 0.51 0.43 1.06 1.53
GBVS [78] No 0.81 0.48 3.51 0.80 0.63 0.48 1.24 0.87
AIM [51] No 0.77 0.40 4.73 0.75 0.66 0.31 0.79 1.18
Itti [20] No 0.60 0.20 5.17 0.54 0.53 0.14 0.43 2.30

CenterBias No 0.78 0.45 3.72 0.77 0.51 0.38 0.92 1.24
Random No 0.50 0.33 6.35 0.50 0.50 0.00 0.00 2.09

SAM-ResNet [23] Yes 0.87 0.68 2.15 0.78 0.70 0.78 2.34 1.27
DGII [72] Yes 0.88 0.46 3.98 0.86 0.72 0.52 1.29 0.96
DeepFix [79] Yes 0.87 0.67 2.04 0.80 0.71 0.78 2.26 0.63
MSI-Net [80] Yes 0.87 0.68 1.99 0.82 0.72 0.79 2.27 0.66
the proposed model competes very well with them and with the other
unsupervised models, which is a remarkable result given that what we
propose is not designed to directly estimate saliency maps. Moreover,
it is interesting to see that the results we obtained are in-line or
even better than the directly related non-local model G-Eymol [41].
This experience confirms the capability of the model to propagate the
information through the whole retina, despite the local nature of the
computations.
10
5. Discussion and conclusions

This paper presented a novel computational model for emulating
visual overt attention. Attention is a crucial component of the human
visual system and has been identified as the fundamental means for
grouping low-level features into coherent object representations [4].
We contend that replicating this mechanism in the artificial realm is
of crucial importance, as also evidenced by recent studies that have

http://saliency.mit.edu/results_cat2000.html
http://saliency.mit.edu/results_mit300.html
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integrated visual attention into neural architectures (foveated convo-
lutional layers) to foster the development of object-centered visual
features [81].

The existing research in this area typically employs saliency maps
to describe attention as a collective phenomenon characterized by
collections of unordered fixations, thus ignoring its intrinsic dynamics.
Saliency maps can be learnt in a data-driven fashion yielding impressive
results, and can also be extended to dynamical visual scenes [35,
82]. Attentional shifts are then obtained as a by-product through a
winner-take-all mechanism [19] or a probabilistic sampling, thus not
preserving the spatial and temporal continuity that is inherent to the
phenomenon. Conversely, as in the gravitational model of [41], we
proposed to directly model the dynamics of the focus of attention
that is determined by low-level features characterizing the visual scene
and without the need for any prior training on large collections of
fixations. The resulting framework naturally applies to both images and
videos and potentially describes other types of eye movements such as
saccades and smooth pursuits.

Moreover, we grounded the model on spatially local and temporal
coherent computations, which we argue is of the utmost importance.
According to the framework proposed by David Marr in the early
1980s [83], there are three levels of understanding for information
processing systems, such as the human brain. The most abstract level
is the computational level, which involves specifying the goal that the
system must achieve. In our case, as already remarked, this goal is the
emulation of visual spatial attention. The second level is the algorithmic
level, in which we explain how the computational problem is solved.
This includes defining the representation of inputs and outputs, as well
as the algorithm for transforming inputs into outputs. This is the level
we considered in Section 2 of this manuscript. The final level is the
implementation level, which involves understanding how the task is
actually performed in a biological or computational system through the
interaction of basic elements. Since any biological process must rely on
spatially local interactions and evolves continuously in time, we believe
that developing algorithms that adhere to these principles is crucial, as
this may also provide insights into the biological mechanisms behind
the focus of attention.

The implementation of a spatially local and temporally coherent
computation entails some tradeoffs. With respect to the baseline com-
petitor G-Eymol [41], the devised explicit algorithms for evaluating the
potential come with intrinsic stability limits that we expressed in terms
of the temporal resolution (𝛥𝑡)−1 of the incoming visual stream. Out
of these bounds, the dynamics of the potential and the corresponding
scanpaths are meaningless (see also Appendix B). In any case, as shown
in Section 4.1, despite requiring higher frames per second to remain
within the stability limits with respect to the G-Eymol case, the overall
computational time needed to process an incoming stream of the same
duration is shorter due to the parallel capabilities of our spatially
local and temporal coherent implementation. We also underline that
the tuning of other parameters, such as the drag coefficient 𝜆 or the
multiplicative factor 𝑧 rescaling the force acting on the focus, is also
required to obtain scanpaths that match human ones (see Section 3.2).
We have evaluated the performance of the proposed model on both
images and videos and have found that it reaches very competitive
results in the latter case. However, when considering static images, in
which saliency models can be applied, SAM-ResNet [23] outperforms
our model. This is due to the fact that our model generates scanpaths
by only considering the gradient of the brightness of the input stimulus,
whereas SAM-ResNet learns saliency maps in a data-driven way based
on a large number of labeled samples. In this respect, to enhance the
quality of the generated scanpaths, it may be beneficial to incorporate
top-down information into the model by introducing appropriate den-
sity masses, following a similar approach to the one analyzed in [81] in
the case of G-Eymol. In this context, other than free-viewing conditions,
we could also consider goal-directed settings, in which test subjects are
11

asked to search for a specific visual target.
In addition to the aforementioned research line, several other di-
rections can be pursued to extend the current understanding of visual
attention. One such direction is the incorporation of multi-modal sen-
sory information that influences visual attention, in addition to visual
stimuli. Recent works, such as [84–86] have extended saliency map
estimation by considering the specific case of audio information. A
similar approach to [84,85] can then be adopted to explore the in-
terconnection between visual and auditory modes, by first spatially
localizing sound sources and then introducing additional sound den-
sity masses in Eq. (3). Of course, this approach is viable under the
assumption that the sound is generated from elements in the visual
scene under observation. Another research direction is the considera-
tion of visual attention in augmented [87] and virtual [88–91] reality
settings. For augmented reality, modeling visual attention can assist
in adjusting virtual contents to match human expectations. Also in
this case, we may introduce virtual density masses and fine-tune the
weighting parameters of Eq. (3) to best replicate human scanpaths
in these augmented settings. Modeling visual attention is essential in
virtual reality, for optimizing the computational resources required to
render high-resolution 360◦ input images or videos. In this case, other
than ocular movements, to which our model can be directly applied,
there is also the need to model head movements. Similarly to what has
been done in this paper, we could think of extending the recent work
of [91] that is also based on a classical gravitational framework (similar
to the one of G-Eymol) by considering its hyperbolic regularization. In
future work we also plan to exploit the proposed model as one of the
main components of an artificial agent that learns visual features over
time in a lifelong manner.
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Appendix A. Regularizations of the Poisson equation

In this appendix, we will clarify in which sense Eq. (5) can be
considered as a regularization of the Poisson equation. In particular,
for the sake of simplicity of the derivations, in the following we will
consider the equations

𝐻 ∶

{

𝑐−1𝜑𝑡 = ∇2𝜑 + 𝜇 in R2 × (0,+∞);
𝜑(𝑥, 0) = 0, in R2 × {𝑡 = 0},

𝑊 ∶

{

𝑐−2𝜑𝑡𝑡 = ∇2𝜑 + 𝜇 in R2 × (0,+∞);
𝜑(𝑥, 0) = 0, 𝜑𝑡(𝑥, 0) = 0 in R2 × {𝑡 = 0}.

(A.1)

Problem 𝐻 is a Cauchy problem for the heat equation with source
𝜇(𝑥, 𝑡), whereas problem 𝑊 is a Cauchy problem for a wave equa-
tion. The term 𝑐 in 𝐻 represents the diffusivity constant, whereas the
constant 𝑐 in problem 𝑊 can be regarded as the wave propagation
velocity. The reason why we can consider problem 𝐻 and 𝑊 as
temporal regularizations of Poisson equation with source 𝜇 is due to the

following fundamental result.

https://gitlab.com/mela64/localfoa
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Theorem 1. Let 𝜑0 be the solution of −∇2𝜑0 = 𝜇. Then, the gradients
∇𝜑𝐻 and ∇𝜑𝑊 of the solutions 𝜑𝐻 and 𝜑𝑊 to problems 𝐻 and 𝑊 in
Eq. (A.1) (at least pointwise) converge to ∇𝜑0 as 𝑐 → +∞.

Notice that the convergence result expressed by Theorem 1 is given
on the gradients of the potentials and not on the potentials themselves.
The interpretation of this result is quite straightforward. For problem
𝐻 it means that the solution of the heat equation in a substances with
high diffusivity 𝑐, instantly converges to its stationary value which is
given by Poisson equation. For problem 𝑊 , Theorem 1 turns out to
be the two dimensional analogue of the infinite-speed-of-light limit in
electrodynamics and in particular it expresses the fact that the retarded
potential (see [92]), which in three spatial dimensions are the solutions
of problem 𝑊 , converges to the electrostatic potential as the speed of
propagation of the wave goes to infinity (𝑐 → +∞).11 Although both
temporal regularization 𝐻 and 𝑊 achieve the goal of transforming
the Poisson equation into an initial value problem in time from which
all subsequent states can be evolved from, the different nature of the
two PDE determines, for finite 𝑐, qualitative differences in the FOA
trajectories.

In what follows we will indicate with 𝐵𝑟(𝑥) the ball of radius 𝑟 and
enter 𝑥, with 𝑆𝑟(𝑥) the sphere with the same radius and the same
enter. We will furthermore indicate with 𝑑𝑛−1 the 𝑛− 1 dimensional
ausdorff measure in R𝑛 (for surface integrals). Let 𝛺 be an open set

n R𝑛 and 𝐷 a domain with 𝐷 ⊂ 𝛺. For any regular function 𝑓 ∶𝐷 → R
we define

−
𝐷
𝑓 (𝑥) 𝑑𝑥 ∶= 1

𝑚𝑛(𝐷) ∫𝐷
𝑓 (𝑥) 𝑑𝑥, 𝑚𝑛(𝐷) ∶= ∫𝐷

1 𝑑𝑥.

The next Appendix A.1 contains a brief summary of the Duhamel’s
Principle (see also [44]), while the proof of Theorem 1 is given in
Appendix A.2.

A.1. Duhamel’s principle

Consider the following abstract form of the Cauchy problem for an
evolution equation of the first order:

𝑃 ∶

{

𝑢′(𝑡) = 𝐴𝑢(𝑡) + 𝑓 (𝑡) (𝑡 > 0);

𝑢(0) = 𝜑,

where the spatial dependence of 𝑢 is not explicitly written and 𝐴 is
spatial differential equation (𝐴𝑢 indeed can be regarded again as a
function of time). Now consider for every fixed 𝑠 ∈ [0, 𝑡] the additional
homogeneous problem

𝑃 ′ ∶

{

𝑣′(𝑡) = 𝐴𝑣(𝑡) (𝑡 > 0);

𝑣(0) = 𝑓 (𝑠) + 𝐴𝜑,

nd let us indicate with 𝑣𝑠(𝑡) the solution to this problem. Then we can
rove that the function

(𝑡) = 𝜑 + ∫

𝑡

0
𝑣𝑠(𝑡 − 𝑠) 𝑑𝑠,

olves problem 𝑃 . Indeed we have 𝑢(0) = 0 and

𝑢′(𝑡) = 𝑣𝑡(0) + ∫

𝑡

0
𝑣′𝑠(𝑡 − 𝑠) 𝑑𝑠 = 𝑓 (𝑡) + 𝐴𝑢(𝑡).

In a similar way we can treat the second order problem

𝑄 ∶

⎧

⎪

⎨

⎪

⎩

𝑢′′(𝑡) = 𝐴𝑢(𝑡) + 𝑓 (𝑡) (𝑡 > 0);

𝑢(0) = 𝜑;

𝑢′(0) = 𝜓.

11 It is worth mentioning that while this kind of regularization is well-known
n three dimensions, the same properly has not been formally stated in two
imensions. A formal proof of the property in the case of two dimensions is
iven in the paper.
12
This time for any 𝑠 ∈ [0, 𝑡] we consider the solution 𝑣𝑠 to the problem

′ ∶

⎧

⎪

⎨

⎪

⎩

𝑣′′(𝑡) = 𝐴𝑢(𝑡) (𝑡 > 0);

𝑣(0) = 0;

𝑣′(0) = 𝑓 (𝑠) + 𝐴𝜑 + 𝑠𝐴𝜓.

hen one can verify that the function

(𝑡) = 𝜑 + 𝑡𝜓 + ∫

𝑡

0
𝑣𝑠(𝑡 − 𝑠) 𝑑𝑠

olves problem 𝑄.

.2. Proof of Theorem 1

eat equation. Consider the solution to the following problem

𝜑𝑡 = 𝑐(∇2𝜑 + 𝜇) in R2 × (0,+∞);
𝜑(𝑥, 0) = 0, in R2 × {0}.

(A.2)

e start by studying the problem

𝑢𝑡 = 𝑐∇2𝑢 in R2 × (0,+∞);
𝑢(𝑥, 0) = 𝑢0(𝑥), in R2 × {0}.

(A.3)

n this case the constant 𝑐 can be absorbed entirely by a time rescaling
→ 𝑐𝑡. So that 𝑢(𝑥, 𝑡) = 𝑣(𝑥, 𝑐𝑡) where 𝑣 solves

𝑣𝑡 = ∇2𝑣 in R2 × (0,+∞);
𝑣(𝑥, 0) = 𝑢0(𝑥), in R2 × {0}.

(A.4)

et us define

(𝑥, 𝑡) ∶= 1
4𝜋𝑡

𝑒−|𝑥|
2∕4𝑡. (A.5)

herefore the solution of (A.4) is 𝑣(𝑥, 𝑡) = (𝑈 (⋅, 𝑡) ∗ 𝑢0)(𝑥), so that the
solution to (A.3) is

𝑢(𝑥, 𝑡) = 1
4𝜋𝑐𝑡 ∫R2

𝑒−|𝑥−𝑦|
2∕4𝑐𝑡𝑢0(𝑦) 𝑑𝑦.

sing again Duhamel principle we find that

(𝑥, 𝑡) = ∫

𝑡

0

1
4𝜋(𝑡 − 𝑠) ∫R2

𝑒−|𝑥−𝑦|
2∕4𝑐(𝑡−𝑠)𝜇(𝑦, 𝑠) 𝑑𝑦𝑑𝑠.

ow let 𝑐(𝑡 − 𝑠) = 𝜏, then

(𝑥, 𝑡) = 1
4𝜋 ∫

𝑐𝑡

0 ∫R2

𝑒−|𝑥−𝑦|2∕4𝜏

𝜏
𝜇(𝑦, 𝑡 − 𝜏∕𝑐) 𝑑𝑦𝑑𝜏.

hen its gradient is:

𝜑(𝑥, 𝑡) = − 1
8𝜋 ∫

𝑐𝑡

0 ∫R2

𝑒−|𝑥−𝑦|2∕4𝜏

𝜏2
(𝑥 − 𝑦)𝜇(𝑦, 𝑡 − 𝜏∕𝑐) 𝑑𝑦𝑑𝜏.

Taking the formal limit as 𝑐 → +∞

𝜑(𝑥, 𝑡) = − 1
8𝜋 ∫R2

(

∫

+∞

0

𝑒−|𝑥−𝑦|2∕4𝜏

𝜏2
𝑑𝜏

)

(𝑥 − 𝑦)𝜇(𝑦, 𝑡) 𝑑𝑦.

Because ∫ ∞
0 𝑒−𝑎2∕𝜏∕𝜏2 𝑑𝜏 = 𝑎−2, we have

∇𝜑(𝑥, 𝑡) = − 1
2𝜋 ∫R2

𝑥 − 𝑦
|𝑥 − 𝑦|2

𝜇(𝑦, 𝑡) 𝑑𝑦,

hich is indeed the gradient of the potential that solves Poisson equa-
ion with source 𝜇. Notice however that performing the formal limit
→ ∞ directly into the expression for the potential would lead to a

ivergent limit since ∫ ∞
0 𝑒−𝑎2∕𝜏∕𝜏 𝑑𝜏 is divergent.

ave equation. Let us begin to analyze the solution of the non-
homogeneous wave equation
{

𝜑𝑡𝑡 = 𝑐2(∇2𝜑 + 𝜇) in R2 × (0,+∞);
2

(A.6)

𝜑(𝑥, 0) = 0, 𝜑𝑡(𝑥, 0) = 0 in R × {0}.
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In order to find an explicit solution to this problem, as usual (see [44]),
we start by considering the related problem
{

𝑢𝑡𝑡 − 𝑐2∇2𝑢 = 0 in R2 × (0,+∞);
𝑢(𝑥, 0) = 𝑓 (𝑥), 𝑢𝑡(𝑥, 0) = 𝑔(𝑥) in R2 × {0}.

(A.7)

he solution of such problem is 𝑢(𝑥, 𝑡) = 𝑣(𝑥, 𝑐𝑡), where 𝑣 solves
{

𝑣𝑡𝑡 − ∇2𝑣 = 0 in R2 × (0,+∞);
𝑣(𝑥, 0) = 𝑓 (𝑥), 𝑣𝑡(𝑥, 0) = 𝑔(𝑥)∕𝑐 in R2 × {0}.

(A.8)

Since the solution of (A.8) is given by the Poisson’s formula in two
dimensions

𝑣(𝑥, 𝑡) = 1
2
−
∫𝐵𝑡(𝑥)

𝑡𝑓 (𝑦) + 𝑐−1𝑡2𝑔(𝑦) + 𝑡∇𝑓 (𝑦) ⋅ (𝑦 − 𝑥)
(𝑡2 − |𝑦 − 𝑥|2)1∕2

𝑑𝑦,

we have

𝑢(𝑥, 𝑡) = 1
2
−
∫𝐵𝑐𝑡(𝑥)

𝑐𝑡𝑓 (𝑦) + 𝑐𝑡2𝑔(𝑦) + 𝑐𝑡∇𝑓 (𝑦) ⋅ (𝑦 − 𝑥)
(𝑐2𝑡2 − |𝑦 − 𝑥|2)1∕2

𝑑𝑦. (A.9)

he solution to Eq. (A.6) can be obtained from the solution of Eq (A.8)
ia the Duhamel’s principle (see Appendix A.1). In this case we have
hat

(𝑥, 𝑡) = ∫

𝑡

0
𝑤𝑠(𝑥, 𝑡 − 𝑠) 𝑑𝑠, (A.10)

here 𝑤𝑠 solves

𝑤𝑡𝑡 − 𝑐2∇2𝑤 = 0 in R2 × (0,+∞);
𝑤(𝑥, 0) = 0, 𝑤𝑡(𝑥, 0) = 𝑐2𝜇(𝑥, 𝑠) in R2 × {0}.

hus from Eq. (A.9) and (A.10) we immediately have:

(𝑥, 𝑡) = 1
2𝜋 ∫

𝑡

0 ∫𝐵𝑐(𝑡−𝑠)(𝑥)
𝑐𝜇(𝑦, 𝑠)

(𝑐2(𝑡 − 𝑠)2 − |𝑦 − 𝑥|2)1∕2
𝑑𝑦𝑑𝑠.

Now let us make the change of variables 𝑐(𝑡−𝑠) = 𝜏 in the integral over
𝑠; we thus obtain:

𝜑(𝑥, 𝑡) = 1
2𝜋 ∫

𝑐𝑡

0 ∫𝐵𝜏 (𝑥)
𝜇(𝑦, 𝑡 − 𝜏∕𝑐)

(𝜏2 − |𝑦 − 𝑥|2)1∕2
𝑑𝑦𝑑𝜏. (A.11)

Example 1. In order to understand Eq. (A.11) let us consider the case
of a unit mass fixed at the origin: 𝜇(𝑥, 𝑡) = 𝛿𝑥. In this case

𝜑(𝑥, 𝑡) = 1
2𝜋 ∫

𝑐𝑡

0 ∫𝐵𝜏 (𝑥)

𝛿𝑦
(𝜏2 − |𝑦 − 𝑥|2)1∕2

𝑑𝑦𝑑𝜏

= 1
2𝜋 ∫

𝑐𝑡

|𝑥|

1
(𝜏2 − |𝑥|2)1∕2

𝑑𝜏

= 1
2𝜋

[

log
‖

‖

‖

‖

‖

𝜏 +
√

𝜏2 − |𝑥|2
‖

‖

‖

‖

‖

]𝑐𝑡

|𝑥|

= 1
2𝜋

log
(

𝑐𝑡 +
√

(𝑐𝑡)2 − |𝑥|2
)

+ 1
2𝜋

log 1
|𝑥|

.

(A.12)

Then

𝜑(𝑥, 𝑡) = 1
2𝜋

log(𝑐𝑡) + 1
2𝜋

log 1
|𝑥|

+ 1
2𝜋

log
(

1 +
√

1 − (|𝑥|∕𝑐𝑡)2
)

.
(A.13)

Notice that in the last formula as 𝑐 → ∞ we have a divergent part plus a
finite part which is indeed our initial guess for this limit; moreover the
divergent part has a vanishing spatial gradient meaning that it does not
effect the force which is entirely given by gradient of log(1∕|𝑥|) which
s indeed the force that ones derive from Poisson equation on R2.

This example suggests to look for the convergence of ∇𝜑 rather than
hat of 𝜑 itself that can give rise to divergences.

In general let us now come back to Eq. (A.11). This integral is
erformed over a cilinder in the space 𝑦 − 𝜏. A little thinking shows
hat such integration can be rearranged as follows:

(𝑥, 𝑡) = 1
( 𝑐𝑡 𝜇(𝑦, 𝑡 − 𝜏∕𝑐)

𝑑𝜏
)

𝑑𝑦. (A.14)
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2𝜋 ∫𝐵𝑐𝑡(𝑥) ∫
|𝑦−𝑥| (𝜏2 − |𝑦 − 𝑥|2)1∕2 w
Or, equivalently performing the change of variables 𝑧 = 𝑦 − 𝑥

𝜑(𝑥, 𝑡) = 1
2𝜋 ∫𝐵𝑐𝑡(0)

(

∫

𝑐𝑡

|𝑧|

𝜇(𝑧 + 𝑥, 𝑡 − 𝜏∕𝑐)
(𝜏2 − |𝑧|2)1∕2

𝑑𝜏
)

𝑑𝑧. (A.15)

Since we are interested in the limit 𝑐 → ∞ we can expand 𝜇(𝑧+𝑥, 𝑡−𝜏∕𝑐)
in powers of 1∕𝑐 around zero:

𝜇(𝑧 + 𝑥, 𝑡 − 𝜏∕𝑐) = 𝜇(𝑧 + 𝑥, 𝑡) − 𝜇𝑡(𝑧 + 𝑥, 𝑡)𝜏
1
𝑐

+𝜇𝑡𝑡(𝑧 + 𝑥, 𝑡)𝜏2
1
𝑐2

+ 𝑜(1∕𝑐2). (A.16)

At order zero in 1∕𝑐 we have

𝜑(𝑥, 𝑡) = 1
2𝜋 ∫𝐵𝑐𝑡(0)

(

∫

𝑐𝑡

|𝑧|

1
(𝜏2 − |𝑧|2)1∕2

𝑑𝜏
)

𝜇(𝑧 + 𝑥, 𝑡) 𝑑𝑧

= 1
2𝜋 ∫𝐵𝑐𝑡(0)

𝜇(𝑧 + 𝑥, 𝑡)
(

log(𝑐𝑡) + log 1
|𝑧|

+ log
(

1 +
√

1 − |𝑧2|∕(𝑐𝑡)2
)

)

𝑑𝑧.

(A.17)

he gradient of such expression is

𝜑(𝑥, 𝑡) = 1
2𝜋 ∫𝐵𝑐𝑡(0)

∇𝜇(𝑧 + 𝑥, 𝑡)
(

log(𝑐𝑡) + log 1
|𝑧|

+ log
(

1 +
√

1 − |𝑧2|∕(𝑐𝑡)2
)

)

𝑑𝑧.
(A.18)

ow we can use the following version of the divergence theorem

𝛺
𝑓∇𝑔 𝑑𝑥 = ∫𝜕𝛺

𝑓𝑔𝜈 𝑑𝑛−1 − ∫𝛺
∇𝑓𝑔 𝑑𝑥, (A.19)

here 𝜈 is the normal to 𝜕𝛺. In order to prove this start from the
ivergence theorem for vector fields:

𝛺
div 𝑣 𝑑𝑥 = ∫𝜕𝛺

𝑣 ⋅ 𝜈 𝑑𝑛−1,

hen choose 𝑣𝑘 = 𝑓𝑔𝛿𝑘𝑖, therefore

𝛺
𝑓∇𝑖𝑔 𝑑𝑥 + ∫𝛺

∇𝑖𝑓𝑔 𝑑𝑥 = ∫𝛺
div 𝑣 𝑑𝑥

= ∫𝜕𝛺
𝑓𝑔𝛿𝑘𝑖𝜈𝑘 𝑑𝑛−1

= ∫𝜕𝛺
𝑓𝑔𝜈𝑖 𝑑𝑛−1,

hich gives the wanted formula. If we apply such expression to
q. (A.18) we get

𝜑(𝑥, 𝑡) = 1
2𝜋

log(1)∫𝑆𝑐𝑡(0)
𝜇(𝑧 + 𝑥, 𝑡)𝜈(𝑧) 𝑑1(𝑧)

− 1
2𝜋 ∫𝐵𝑐𝑡(0)

𝜇(𝑧 + 𝑥, 𝑡)
(

∇ log 1
|𝑧|

+ ∇ log
(

1 +
√

1 − |𝑧|2∕(𝑐𝑡)2
)

)

𝑑𝑧.

(A.20)

otice that the surface term must indeed be zero since it comes from
n integral ∫ 𝑐𝑡

|𝑧| so when |𝑧| = 𝑐𝑡 the whole term is vanishing.
Expanding the gradient

𝜑(𝑥, 𝑡) = 1
2𝜋 ∫𝐵𝑐𝑡(0)

𝜇(𝑧 + 𝑥, 𝑡)
(

𝑧
|𝑧|2

+ 1
𝑐2

𝑧

1 − |𝑧|2∕(𝑐𝑡)2 +
√

1 − |𝑧|2∕(𝑐𝑡)2

)

𝑑𝑧.
(A.21)

s we take the formal limit 𝑐 → +∞, we get

𝜑(𝑥, 𝑡) = 1
2𝜋 ∫R2

𝑧
|𝑧|2

𝜇(𝑧 + 𝑥, 𝑡) 𝑑𝑧

= − 1
2𝜋 ∫R2

𝑥 − 𝑦
|𝑥 − 𝑦|2

𝜇(𝑦, 𝑡) 𝑑𝑦,
(A.22)

hich gives the expected limit.
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𝐼

−

A

i
s
t
o
F
t
𝑐
t
s
b
s

√

4
c
i
p

f
𝑔
d
a
i
t

t
𝐶

⎧

⎪

⎪

⎨

⎪

⎪

⎩

W
t

We will now consider the generic term in (A.16) to show that indeed
it was correct, in view of the limiting procedure on 𝑐, to approximate
𝜇(𝑧 + 𝑥, 𝑡 − 𝜏∕𝑐) up to the lowest order in 1∕𝑐.

Let us define

𝑐
𝑛 (𝜉) ∶=

1
𝑐𝑛 ∫

𝑐𝑡

𝜉

𝜏𝑛

(𝜏2 − 𝜉2)1∕2
𝑑𝜏.

with the change of variables 𝑠 = 𝜏 − 𝜉

𝐼𝑐𝑛 (𝜉) =
1
𝑐𝑛 ∫

𝑐𝑡−𝜉

0

(𝑠 + 𝜉)𝑛

(𝑠2 + 2𝑠𝜉)1∕2
𝑑𝑠.

And

𝐼𝑐𝑛
′(𝜉) = − 𝑡𝑛

√

(𝑐𝑡)2 − 𝜉2

+ 1
𝑐𝑛 ∫

𝑐𝑡−𝜉

0

(

𝑛(𝑠 + 𝜉)𝑛−1

(𝑠2 + 2𝑠𝜉)1∕2
−

𝑠(𝑠 + 𝜉)𝑛

(𝑠2 + 2𝑠𝜉)3∕2

)

𝑑𝑠

In the last integral let us perform the change of variable 𝑠 = 𝑐𝑟

𝐼𝑐𝑛
′(𝜉) =− 𝑡𝑛

√

(𝑐𝑡)2−𝜉2

+ 1
𝑐 ∫

𝑡−𝜉∕𝑐

0

(

𝑛(𝑟+𝜉∕𝑐)𝑛−1

(𝑟2+2𝑟𝜉∕𝑐)1∕2
−

𝑟(𝑟+𝜉∕𝑐)𝑛

(𝑟2+2𝑟𝜉∕𝑐)3∕2

)

𝑑𝑟

As we formally let 𝑐 → ∞ we have that the integral converges to
(𝑛 − 1) ∫ 𝑡0 𝑟

𝑛−2 so that for 𝑛 ≥ 2 it is immediate to check that

𝐼𝑐𝑛
′(𝜉) → 0 as 𝑐 → ∞;

for 𝑛 = 1 this property can be checked by direct calculations; indeed

𝐼𝑐1 (𝜉) =
1
𝑐

√

(𝑐𝑡)2 − 𝜉2, 𝐼𝑐1
′(𝜉) = −1

𝑐
𝜉

√

(𝑐𝑡)2 − 𝜉2
.

With this notation, we have that the 𝑛th term in the expansion in
powers of 1∕𝑐 of the gradient of the potential would be

1
2𝜋 ∫𝐵𝑐𝑡(0)

(

1
𝑐𝑛 ∫

𝑐𝑡

|𝑧|

𝜏𝑛

(𝜏2 − |𝑧|2)1∕2
𝑑𝜏

)

∇𝜕𝑛𝑡 𝜇(𝑧 + 𝑥, 𝑡) 𝑑𝑧

= 1
2𝜋 ∫𝐵𝑐𝑡(0)

𝐼𝑐𝑛 (|𝑧|)∇𝜕
𝑛
𝑡 𝜇(𝑧 + 𝑥, 𝑡) 𝑑𝑧.

(A.23)

Since 𝐼𝑐𝑛 (𝑐𝑡) = 0 using (A.19) Eq. (A.23) becomes

1
2𝜋 ∫𝐵𝑐𝑡(0)

𝐼𝑐𝑛
′(|𝑧|) 𝑧

|𝑧|
𝜕𝑛𝑡 𝜇(𝑧 + 𝑥, 𝑡) 𝑑𝑧,

and this quantity for 𝑛 ≥ 1 goes to 0 as 𝑐 → ∞.

ppendix B. Stability analysis (derivations)

This section collects all the derivations that are about the stabil-
ty results presented in the main paper, considering all the proposed
chemes (EX1, EX2, IMP). Before going into further details, we report
he results of part of the qualitative experimental analysis we carried
ut to confirm the validity of the derived stability bounds. In particular,
igs. B.1 and B.2 show the dynamical evolution of the potential for
he EX1 and EX2 schemes in the case of a toy example (𝛥𝑥 = 𝛥𝑦 = 1,
= 100, 𝛾 = 1 and 𝜆 = 10) considering a static input. The considered

est image, as already described in the main section of the paper, is
urrounded by 100 additional pixels on each side to avoid spurious
oundary reflections and to foster the exploration of the entire visual
cene. The frame rate (𝛥𝑡)−1 is chosen to be above (left column of both

the figures) or below (right column of the figures) the corresponding
stability bounds. From the analysis of the Methods section of the main
paper, in the case of the EX1 algorithm we have to require (𝛥𝑡)−1 ≥
2𝑐∕

√

𝛾 ≃ 141.42 to obtain stability, while in the EX2 case (𝛥𝑡)−1 ≥

𝑐2
(

𝜆∕2 +
√

𝜆2∕4 + 8𝛾𝑐2
)−1

≃ 138.94. Both Figs. B.1 and B.2 then
onfirm the accuracy of these bounds. In the IMP case, the scheme
s absolutely stable and we have not observed any instability in our
ractical experimentation indeed.
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≤

B.1. The EX1 scheme

The first step required to evaluate the stability limit of a given
multi-step scheme is to compute the associate amplification poly-
nomial 𝛷. As described in the main paper, we have to substitute
𝜑𝑛𝑚,𝑗 = 𝑔𝑛𝑒𝑖

(

𝑘𝑥𝛥𝑥𝑗+𝑘𝑦𝛥𝑦𝑚
)

in the homogeneous version of the selected
inite difference scheme and cancel out the common factors 𝜑𝑛𝑚,𝑗 =
𝑛𝑒𝑖

(

𝑘𝑥𝛥𝑥𝑗+𝑘𝑦𝛥𝑦𝑚
)

. Here, the 𝑖 outside the parenthesis refers to the stan-
ard imaginary unit. Moreover, following the conventions of [47], 𝑘𝑥𝛥𝑥
nd 𝑘𝑦𝛥𝑦 lie in the range [−𝜋, 𝜋]. Substituting 𝜑𝑛𝑚,𝑗 = 𝑔𝑛𝑒𝑖

(

𝑘𝑥𝛥𝑥𝑗+𝑘𝑦𝛥𝑦𝑚
)

n the homogeneous version of the EX1 scheme (Eq. (8) of the main
ext) we obtain:

[

(

𝛾 + 𝜆𝛥𝑡
2

)

𝑔𝑛+2

− 2
(

𝛾 − 2
(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
)

)

𝑔𝑛+1

+
(

𝛾 − 𝜆𝛥𝑡
2

)

𝑔𝑛
]

𝑒𝑖
(

𝑘𝑥𝛥𝑥𝑗+𝑘𝑦𝛥𝑦𝑚
)

(B.1)

where 𝐶𝑥 = 𝑐𝛥𝑡∕𝛥𝑥, 𝐶𝑦 = 𝑐𝛥𝑡∕𝛥𝑦, 𝜃𝑥 = 𝑘𝑥𝛥𝑥∕2 and 𝜃𝑦 = 𝑘𝑦𝛥𝑦∕2. Then,
the amplification polynomial 𝛷 is equal to

𝛷(𝑔) =
(

𝛾 + 𝜆𝛥𝑡
2

)

𝑔2 − 2
(

𝛾 − 2(𝐶2
𝑥 sin

2 𝜃𝑥 +𝐶2
𝑦 sin

2 𝜃𝑦)
)

𝑔 + 𝛾 − 𝜆𝛥𝑡
2
, (B.2)

hat is a second order polynomial in 𝑔 with real coefficients 𝛷(𝑔) =
𝑔2 + 𝐵𝑔 + 𝐴, where:

𝐶 = 𝛾 + 𝜆𝛥𝑡
2

𝐵 = −2𝛾 + 4(𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦)

𝐴 = 𝛾 − 𝜆𝛥𝑡
2

(B.3)

According to the restricted Von Neumann criteria, the two roots of this
polynomial must lie in the unit disk for all the admissible wave vectors
(𝑘𝑥, 𝑘𝑦) in order to obtain stability. Thus, we can consider Lemma 1 of
the main text to evaluate the corresponding stability limit, if any. In
particular, we have
{

𝐶 − 𝐴 = 𝜆𝛥𝑡;

𝐶 + 𝐴 = 2𝛾,
(B.4)

so that we distinguish the following cases:

• For 𝛾, 𝜆 > 0 we are in the first case of Lemma 1, since (𝐶 −𝐴)(𝐶 +
𝐴) = 2𝛾𝜆𝛥𝑡, and we have to require
[

(𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦) − 𝛾
]

(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
)

≤ 0

∀ 𝜃𝑥, 𝜃𝑦 in
[

−𝜋∕2, 𝜋∕2
]

. In this range, 𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦 is
maximized by 𝐶2

𝑥 +𝐶
2
𝑦 , so that stability is reached for 𝐶2

𝑥 +𝐶
2
𝑦 ≤ 𝛾.

• For 𝛾 > 0 and 𝜆 = 0 (the pure wave case) we are in the second
case of the above lemma, since 𝐶 + 𝐴 = 0. Then, we have again
[

(𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦) − 𝛾
]

(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
)

≤ 0

∀ 𝜃𝑥, 𝜃𝑦, and this is again equivalent to 𝐶2
𝑥 + 𝐶

2
𝑦 ≤ 𝛾.

• For 𝛾 = 0 and 𝜆 > 0 (the pure diffusion case) 𝐶 + 𝐴 = 0 and we
are in the third case. We have to require:

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦 = 0

∀ 𝜃𝑥, 𝜃𝑦, so that the EX1 scheme is unstable in this case.

e can conclude that the EX1 scheme is conditionally stable. In par-
icular, for 𝛾 > 0 and 𝜆 ≥ 0 the stability condition is 𝐶2

𝑥 + 𝐶2
𝑦

𝛾.
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Fig. B.1. Dynamical evolution of the potential in the EX1 scheme in the case of a test image. Stability on the left ((𝛥𝑡)−1 = 142) and instability on the right ((𝛥𝑡)−1 = 141). With the
set of parameters 𝛥𝑥 = 𝛥𝑦 = 1, 𝑐 = 100, 𝛾 = 1 and 𝜆 = 10, the stability limit is (𝛥𝑡)−1 ≃ 141, 42. The red dots represent the position of the FOA at the selected time-step. Instability
manifests itself in the positive, inconsistent and out-of-range values of the potential in the right column.
B.2. The EX2 scheme

Let us now consider the EX2 scheme, see Eq. (9) of the main text.
As for the EX1 scheme, substituting 𝜑𝑛𝑚,𝑗 = 𝑔𝑛𝑒𝑖

(

𝑘𝑥𝛥𝑥𝑗+𝑘𝑦𝛥𝑦𝑚
)

in its
homogeneous version we obtain
[

(𝛾 + 𝜆𝛥𝑡)𝑔𝑛+2

− 2
(

𝛾 + 𝜆𝛥𝑡
2

− 2
(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
))

𝑔𝑛+1

+ 𝛾𝑔𝑛
]

𝑒𝑖
(

𝑘𝑥𝛥𝑥𝑗+𝑘𝑦𝛥𝑦𝑚
)

(B.5)

so that the amplification polynomial 𝛷(𝑔) is equal to

𝛷(𝑔) = (𝛾 +𝜆𝛥𝑡)𝑔2−2
(

𝛾 + 𝜆𝛥𝑡
2

− 2
(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
))

𝑔+ 𝛾 . (B.6)

Then, in this case, we obtain

⎧

⎪

⎨

⎪

⎩

𝐶 = 𝛾 + 𝜆𝛥𝑡;

𝐵 = −2𝛾 − 𝜆𝛥𝑡 + 4(𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦);

𝐴 = 𝛾,

(B.7)

so that
{

𝐶 − 𝐴 = 𝜆𝛥𝑡;

𝐶 + 𝐴 = 2𝛾 + 𝜆𝛥𝑡.
(B.8)

According to Lemma 1, we have to distinguish the following cases:
15
• For 𝛾, 𝜆 > 0 or 𝛾 = 0, 𝜆 > 0 we have that (𝐶 − 𝐴)(𝐶 + 𝐴) > 0 and
we are in the first case. Then, we have to require:
[

2𝛾 + 𝜆𝛥𝑡 − 2
(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
)

]

(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
)

≥ 0

∀ 𝜃𝑥, 𝜃𝑦 in
[

−𝜋∕2, 𝜋∕2
]

so that the stability condition is 𝐶2
𝑥 +𝐶

2
𝑦 ≤

𝛾 + 𝜆𝛥𝑡∕2.
• For 𝛾 > 0, 𝜆 = 0 we find that 𝐶 − 𝐴 = 0 and we are in the second

case. We have now to impose the condition:
[

(𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦) − 𝛾
]

(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
)

≤ 0

and again this is equivalent to requiring 𝐶2
𝑥 + 𝐶

2
𝑦 ≤ 𝛾.

Thus, the EX2 scheme is conditionally stable as well, and the corre-
sponding the stability condition is 𝐶2

𝑥 + 𝐶
2
𝑦 ≤ 𝛾 + 𝜆𝛥𝑡∕2 for 𝛾 ≥ 0 , 𝜆 ≥ 0

with (𝛾, 𝜆) ≠ (0, 0).

B.3. The IMP scheme

Substituting 𝜑𝑛𝑚,𝑗 = 𝑔𝑛𝑒𝑖
(

𝑘𝑥𝛥𝑥𝑗+𝑘𝑦𝛥𝑦𝑚
)

in the IMP scheme (Eq. (10) of
the main text) we obtain
[

(

𝛾 + 𝜆𝛥𝑡 + 4(𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦)
)

𝑔𝑛+2

− 2
(

𝛾 + 𝜆𝛥𝑡
2

)

𝑔𝑛+1

+ 𝛾𝑔𝑛
]

𝑒𝑖
(

𝑘𝑥𝛥𝑥𝑗+𝑘𝑦𝛥𝑦𝑖
)

(B.9)
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Fig. B.2. Dynamical evolution of the potential in the EX2 scheme in the case of a test image. Stability on the left ((𝛥𝑡)−1 = 140) and instability on the right ((𝛥𝑡)−1 = 138). With the
set of parameters 𝛥𝑥 = 𝛥𝑦 = 1, 𝑐 = 100, 𝛾 = 1 and 𝜆 = 10, the stability limit is (𝛥𝑡)−1 ≃ 138, 94. The red dots represent the position of the FOA at the selected time-step. Instability
manifests itself in the positive, inconsistent and out-of-range values of the potential in the right column.
and the amplification polynomial is

𝛷(𝑔) =
[

𝛾 + 𝜆𝛥𝑡 + 4
(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
)]

𝑔2 − 2
(

𝛾 + 𝜆𝛥𝑡
2

)

𝑔 + 𝛾 .

(B.10)

Then, the 𝐴, 𝐵 and 𝐶 real coefficients are equal to

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐶 = 𝛾 + 𝜆𝛥𝑡 + 4
(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
)

𝐵 = −2𝛾 − 𝜆𝛥𝑡

𝐴 = 𝛾

(B.11)

and
⎧

⎪

⎨

⎪

⎩

𝐶 − 𝐴 = 𝜆𝛥𝑡 + 4
(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
)

𝐶 + 𝐴 = 2𝛾 + 𝜆𝛥𝑡 + 4
(

𝐶2
𝑥 sin

2 𝜃𝑥 + 𝐶2
𝑦 sin

2 𝜃𝑦
) (B.12)

In this case, for 𝛾 ≥ 0, 𝜆 ≥ 0 and (𝛾, 𝜆) ≠ (0, 0), we are always in the first
case of Lemma 1 and, to gain stability, we have to require that ∀ 𝜃𝑥, 𝜃𝑦
in

[

−𝜋∕2, 𝜋∕2
]

[

2𝛾+𝜆𝛥𝑡+2
(

𝐶2
𝑥 sin

2 𝜃𝑥+𝐶2
𝑦 sin

2 𝜃𝑦
)

]

(

𝐶2
𝑥 sin

2 𝜃𝑥+𝐶2
𝑦 sin

2 𝜃𝑦
)

≥ 0

but this condition is always satisfied so that the IMP scheme turns out
to be unconditionally stable.
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